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SQUARES OF PRIMES AND POWERS OF 2, 11

JIANYA Liu, MING-CHIT Liu AND TAO ZHAN

ABSTRACT. We prove that the density of integers = 2(mod24), which can be represented as the sum
of two squares of primes and k powers of 4, tends to 1 as k — oo in the sequence k = 0(mod3).
Consequently, there exists a positive integer ko such that every large integer = 4(mod24) is the sum
of four squares of primes and ko powers of 4.
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1. INTRODUCTION

In this article we continue the study in our previous paper [LLZ] on the representation of even
integers as the sum of squares of primes and powers of 2. The main result of [LLZ] includes the
following

Theorem 0. Let A(m) be the von Mangoldt function, and

pr(N) = > A(my) -+ A(ma), (1.1)
N=m2+..+m2+2"1+. 42"k
where mj and v; denote positive integers. Then for k > 4 there exists a positive integer Ny, depending
on k only, such that for each N > Ny with N = 4(mod8),

pr(N) > Nlog’gN{Ho <i)} (1.2)

where the constants implied by the > and O-symbols are absolute.
It therefore follows that there is an absolute positive integer k, such that each large even integer N

can be represented as
N =pi+p5+pj+pi+ 27 +22 + .+ 2%, (1.3)

Here and throughout, p; or p denotes a prime. Very recently, the first two authors [LL] have proved
that & = 8330 is acceptable in (1.3). Theorem 0 is closely related to two well-known results in the
additive theory of prime numbers: (a) The “almost Goldbach” theorem of Linnik-Gallagher [L1] [L2]
[G] on the representation of even integers as the sum of two primes and a bounded number of powers
of 2; (b) The theorem of Hua [H1] on the representation of N = 5(mod24) as the sum of five squares
of primes. For brief history and recent results in these directions, the reader may refer to [LLZ].

The purpose of the present paper is to establish the asymptotic formula in our Theorem 2 instead
of the lower bound in (1.2). To obtain this asymptotic formula, we need essentially our Theorem 1
below which is a parallel result to the following works on an Euler problem. Our Theorems 1 and 2
form an extension of Gallagher’s results in [G] for the ”almost Goldbach” problem.

In a letter to Goldbach, Euler asked, and later answered by himself negatively, the problem of
representing each positive odd integer n as the sum of a prime and a power of 2, namely n = p + 2”.
Romanoff [Ro] showed in 1934 that a positive proportion of the positive odd integers can be written in
this way. And Gallagher’s result in [G] states that the density of odd integers which may be written

in the form
n=p +2" + ..+ 2% (1.4)

tends to 1 as k — oo.



Analogous to (1.4), we shall consider the representation
n=pt+ps+ 4" 4 .+ 4%, (1.5)

and prove the following results.
Theorem 1. Let
. (n) = > A(my)A(my). (1.6)
n=m?+m3+a¥1 4. . +4"k
Uj22
Then for any positive integer k = 0(mod 3), there is a Ny > 0 depending on k only, such that for each
N > Nku

/ kE ar\2 logzl-c 2k
Y (rk(n) —6mlogi N)* < —— Nlogi* N. (1.7)

n<N
n=2( mod 24)

It follows that the density of integers n = 2(mod 24), which may be written in the form (1.5), tends

to 1 as k — oo in the sequence k = 0(mod3). Now let

M(N) = > A(ma) - A(my). (1.8)
N=m24. . 4m2+4"1 4. +4%k
Vj22
If we consider the number r}/(N) instead of py(N) in (1.1), then we can get the following
Theorem 2. For any positive integer k = 0(mod3), there is Ny > 0 depending on k only, such
that for each integer N with N = 4(mod24) and N > Ny,

1 2
rg(N):szNlog’jN{l—kO(Oi k)} (1.9)

Thus, each sufficiently large integer N with N = 4(mod24) can be written as
N =p3 +p5+ph+pf +4" +472 4 4%, (1.10)

One sees that (1.9) forms a more desirable result than (1.2).

2. OUTLINE OF THE METHOD

The estimate in (1.7) will be an indispensable tool in the establishment of the asymptotic formula
in (1.9). In the proof of our Theorem 1, we have to adapt Gallagher’s method (Proof of Theorem 1
in [G], p.139) which is a modification of the well-known Linnik dispersion method. One of the vital
steps in the method is the cancellation of all main terms of the three sums in (5.9). Therefore the
right numerical value of the coefficient of each main term becomes very important in the cancellation.
This delicate part will be achieved by Lemmas 5.2 and 5.3. In particular, the O-term in (5.1) will give
the required bound in Theorem 1 after the cancellation.

Lemma 5.2 will take care of the right numerical value 3/2(= (3 x 8)/16) in the first sum of (5.9)
(see the inequality next to (5.9)), which comes from Proposition 2.1 (for the 16) and Lemma 3.1(1)(2)
(for the 24) via Lemma 4.5. It is interesting to note that Lemma 3.1 implies the requirement n =
0(mod3 x 8) and that, as a consequence, we need the 4-adic expression in (1.10) with all »; > 2. This
can be seen in the 4V = 16(mod24) for all v > 2 appearing in the beginning of the proof of Lemma
4.5.



Lemma 5.3 will provide with the right numerical value 1/4 in the second sum of (5.9). It is interesting
to note that the log factor (logv/N)? in the formula between (5.6) and (5.7) gives exactly the constant
1/4, and that in the argument below (5.8) if 3|k then 16k = 0(mod24), and then we get through.

For the proof of Lemma 5.2 we need the circle method to obtain Proposition 2.1 below and some
sieve methods to prove Lemma 5.1. These two results will be used to deduce (5.3) and (5.5) respectively
for the establishment of (5.1).

Let e(a) = exp(i2ma) and for large integer N > 0 let

= Y Am)e(m®a),  Gla)= Y  e(a). (2.1)

m2<N 42<4v<N
Since
T*(@)GMa) = Y ri(n) + Y,
n<N n>N
we have

1
S (rh(m)? < /0 IT2(0)G* (a)|dov (2.2)

n<N

Now it suffices to get the required upper bound as in Theorem 1 for this integral.

In order to apply the circle method, we set
P=NY Q=N'"2 (2.3)
where 6 is a constant satisfying 0 < # < 1/25. By Dirichlet’s lemma on rational approximations, each
a€[1/Q,1+1/Q] may be written in the form

1
qQ

for some integers a,q with 1 < a < ¢ < @ and (a,q) = 1. We denote by M(a, q) the set of « satisfying

a=24x  P<— (2.4)
q

(2.4), and define the major arcs 9t and the minor arcs C'(9) as follows:

m=J) |J Maq, cON)= [éwé} \ M. (2.5)

<p a-1
= Go=1

It follows from 2P < @) that the major arcs M (a, q) are mutually disjoint.
Now the integral in (2.2) takes the form

{/ —i—/ }]TQ(a)Gk(a)\Qda. (2.6)
m Joom

Since in our Lemma 5.2 which is essential to the proof of Theorem 1, we obtain the upper bound
n (5.1), we need to add absolute value signs in (2.6). This is the only difference between (2.6) and
[LLZ,(2.5)]. So following the same arguments as in [LLZ,§3-85] we can obtain the following Proposition
2.1 which is parallel to [LLZ,Proposition 2.1]. The absolute value signs in (2.7) evoke the integral (2.8)
n (2.7) instead of an additional 7 factor as in [LLZ,(2.6)].

Proposition 2.1. Let 1 <n < N. Then for 0 < 6 <1/25 in (2.3), we have

/\T )lte(na)da = 1= &(n)) (;)N+o<lojng>, (2.7)
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where &(n) is the singular series defined as in (3.2), and satisfies S(n) > 1 for n = 0(mod24). And
J(n/N) is definded as
min(1,1-n/N) 1/2
~(T\ ~1/2 n
~) =9 1— — — 2.
J (N) /Inaxm_n/N) v ( N ”) dv, (2:8)

and satisfies 0 < J(n/N) < 7 for |n| < N2

3. ESTIMATES RELATED TO THE SINGULAR SERIES

We need some more notation. As usual, p(n) and u(n), stand for the function of Euler and Mébius
respectively, d(n) the divisor function. We use x mod ¢ and x° mod ¢ to denote a Dirichlet character

and the principal character modulo g. Define
g ah? 0
Clua =Y xhe ("), Claa)=Cla) (3.)
h=1

If x1, ..., x4 are characters modgq, then we write

Bl ) = 3 ¢ (%) Cln,a)C 0,000 0Tl

q
an
B(TL,Q) = B(”an X(1)77X9L) = Z ]C(q,a)]4e <> ,

B(n,q)

O
Lemma 3.1 Let A(n,q) be defined as in (3.2). Then
(1) For p =2, one has

and A(n,q) =

&(n) =Y A(n,q). (3.2)
q=1

0, if n # 0(mod8),

14+ A(n,2) + A(n,2%) + A(n,2%) = { 8, if n=0(mod8).

(2) For p =3, one has

[0, if n#0(mod3),
L+ 4(n,3) = { 3, if n=0(mod3).
(8) For p > 5, one has
1+ A(n,p) > 0.

Proof. The proof is similar to that of Lemmas 13 and 14 in Hua [H1], so we only prove part (1). By
the method of [H1], Lemmas 13, the quantity 1+ A(n,2) + A(n,22) + A(n, 23) is equal to 23 M /¢*(23),

where M is the number of incongruent solutions of the equation
m3 4+ m3 —m3 —m3 = n(mod8), 2 mymamgma. (3.3)

Since m? = 1(mod8) for odd m, (3.3) has no solution unless n = 0(mod8). Clearly M = 4% if
n = 0(mod8). This proves part (1) and hence the lemma.

Now we can give some properties of the singular series G(n). Since these are not covered by [H2],
Lemma 8.10, we state them as a proposition.

Proposition 3.2. The singular series &(n) is absolutely convergent. For n = 0(mod24), one has

1 < 6(n) < (loglogn)*, while for n # 0(mod24), one has &(n) = 0.
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Proof. This can be proved similarly as [LLZ,Proposition 4.3]. The only difference is that in [LLZ]

n=4orn#4 (mod 24) was assumed. This does not cause essential changes in the proof.

Lemma 3.3. (1) Let
{3, ifp=2,
"}/ =

1, ifp=>3.
If t > ~, then C(p',a) = 0, and consequently, A(n,p') = 0.
(2) For odd q,
Cg,a)* < 1*(g)o(a),
where o(q) is the sum of all the divisors of q.
Proof. (1) The proof is similar to that of Hua [H1], Lemma 4.
(2) Let p be an odd prime. By (3.1) and Hua [H3,Theorem 7.5.4]

Clea) = 3 clam?/p) 1= (4) 3 et /) -1

m=1 m=1

where (%) is the Legendre symbol. Then apply [H3,Theorem 7.5.5] we get

IClg,a)* <p+1.

If ¢ is not square-free, then |C'(q,a)| = 0 by part (1), and the lemma holds trivially. Now suppose

q is square-free. It follows that
IClga)? =] ICma)* <]+ 1) =0o(a).
plg plg

The lemma is proved.

4. LEMMAS CONCERNING THE SEQUENCE 4,42 43, ...

Let G(«) be defined as in (2.1) and L = log, N. The following Lemmas 4.1 and 4.2 are quoted from
[G], Lemmas 2 and 3.

Lemma 4.1. The set € of a € (0,1] for which |G(a)| > (1 —n)L has measure < N®~1 where
© = cinlog(e/n) and ¢y is a positive constant.

For odd ¢, we denote by o(q) the least positive integer o for which 4¢ = 1(modg).

Lemma 4.2. If « is a rational number with denominator q satisfying (¢q,6) =1, and if 1 < o(q) < L,
then

G ()] < <1 - @21)> L,

where co 18 a positive constant.

Lemma 4.3. Denote by ry 1 (n) the number of representations of n in the form
no=AYUp AV (4P A
with 1 < wv;, pj < L. Then for k > 3,
7k (0) < 2(k + 1)1L%# 73 (4.1)
and for odd q,
> rkk(n) < L (1 + L) : (4.2)
o(q)

qln



Proof. The second estimate (4.2) is Lemma 5 of [G].
To prove (4.1), we note that ry;(0) is the number of solutions of the equation 41 4 ... + 4" =
4k + | 4 4#% Fixing py, ..., g arbitrarily, we have

<
71,5 (0) Lk nrzr%)](\[rk( m),

where 7;(m) is the number of solutions of
m = 4" + ..+ 4%, (4.3)
Let sk(m) be the number of solutions of (4.3) with the restriction
141 S 129} S S Vi..
Then
ri(m) < klsg(m).
Obviously, si(m) = sj.(m) 4 s;*(m), where s (m), s;*(m) denote respectively the number of solutions
of (4.3) with
(*)  <vy<..<VUVg,
or
(**) there exists 1 < j < k — 1, such that v; = vj41.

Since there is only one 4-adic representation for m, we have s;(m) < 1. To bound s;*(m), we note
that sp*(m) < kty(m), where t;(m) is the number of solutions of

m=4" 4+ 4" + 4" + .+ 4", vy < ... <y (4.4)

For k > 4, we fix v, v3, 14, ..., Vg_o in (4.4) arbitrarily, then we get t;(m) < L*~3, on noting that there
is at most 1 solution for n = 4% + 4% with ¢; < f5. In the special case k = 3, the estimate t3(m) < 2

is obvious. Thus,
re(m) < kN1 + 2kLF3) < 2(k + 1)!LF 3,

and (4.1) follows.
Lemma 4.4. Let o(q) be defined as in Lemma 3.3. Then for x > 2 we have

Z Z () <<loga:, Z I () <<loga:.
o(g)<= LA o(q)<z .

Proof. Let X = [[,,(4?2 —1). Then ¢|X whenever o(q) < z, and clearly 2 { X, X < 47° Tt

therefore follows that

,u ,u 1 5p —-2p+1
E <§ — o1 )
19 ( —1)3
o(g)<z qlX p\?X D

2tq 2tq

The last infinite product is convergent. Thus,

2X
Z il ) 1« H ( P 0 = X < loglog(2X) <« log .
olq)<w plox P v

24q

This proves the second inequality in the lemma. The proof for the first one is similar.

The following lemma shows that although G(n) < 1 is not true in general, it is true on average.
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Lemma 4.5. Let ry,(n) and &(n) be as in Lemma 4.3 and (3.2) respectively. Then there exists
N > 0 depending on k only, such that when N > Nj we have

2
3 rn(n) —24L2’“{1+O(10i k)}

n#0

Proof. Note that for n = 4" 4 ... 44" — 4#1 —  — 4F*% with 2 < v;, u; < L, we always have
n = 0(mod24) as 4¥ = 16(mod24) for v > 2. For such n, Lemma 3.1 and a minor modification of the
argument as in [LLZ,(4.13) and the equality for &(n) below (4.13)] give

&(n) = {1+AMn,2)+An,2%)+ An,2°) {1+ A(n,3)} [J[{1+ A(n,p)} =3x8 Y A(n,q)

>5 q=1
b= (q,6)=1

= 24 > A(n,q) + O{R™"*4d(n)},
9<R
(¢,6)=1

where R > 1 is a parameter to be specified later. We can also suppose |n| < k4" = kN, since otherwise
rkk(n) = 0. Thus, by (3.2) and (4.2) with ¢ =1,

> rep(n)S(n) = 24 Clg,a)[* > rn(n) ( >+O(R_1+5L2k(kN)E),

0 q<R a=1 0
n# (0.6)=1 (@a)=1 n#

q

where we have used the estimate d(n) < |n|® < (kN)® with arbitrarily small ¢ > 0. If there is the

term corresponding to n = 0 in the above sum >  , this term would contribute

q<R
(¢,6)=1
: 4 2k—3 NQ(Q)UQ(Q) 2k—3
< Z Z C(q,a)*rrr(0) < (k4 1)1L=" Z — o <L (k+ DT log R
q<R a=1 <R ©3(q)

(a,q)=1

by (4.1), Lemma 3.3, and Lemma 4.4. With the term n = 0 put in and the inner sum simplified, one

has
2k
Z reE(n)S(n) = a)|* |G ( )
A0 (qq6<)R1 (=1
+O((k + 1)!L*31og R) + O(R™*L**(kN)®). (4.5)

In the double sum in (4.5) the term ¢ = 1 contributes L?*. We spilt the remaining sum according
to the size of o(q) :

q a 2k q a 2k
o) - =+ x bt e e (s)] o
q<R a=1 q 2<q¢<R 2<¢<R a=1 q
(g,6)=1 a,q)=1 (¢,6)=1 (g,6)=1 1q)=1

o(a)<E e(q)>E

where E' is a parameter satisfying 2 < F < L. By Lemmas 4.2, 3.3(2) and 4.4, the first sum on the
right-hand side of (4.6) can be estimated as

< (1 B %)2’“ > u2(q3)02(Q)

2k
< L%k (1 — %) log E.

2<g<R 2<q<R ¥ (q)
(q,6)=1 e(e)<E
e(q)<E



To treat the last sum in (4.6), one appeals to Lemma 4.3, which gives

1 a\ % o\ |26 .
Z ’G <q> ‘ = Z G (q> = qzrk,k(n) < qL?+1 (1 + ) 7
a=1 q\n

a=1
(a,q)=1

and consequently, by Lemma 3.3(2),

Z <<L2kz M

+L2k 12#

2<g<R <R q q<R
(g,6)=1 o(q)>E
e(a)>E

The second sum on the right-hand side above is <« log R by Lemma 4.4. Using partial summation

and Lemma 4.4, the first sum is

u [ u q)q > logt log £
<Y - > _/EtQZ T e [ < B2

m>E " o(g (9)<t E

Hence,

log E
Z < %L% + L* 1log R.

q<R
(g,6)=1
e(a)>E

Summing up the above estimates, we conclude that

logE logR lie
kN
i + — I +R (kN)®

2k
> rer(n)&(n) — 2402 < L {(1 - %6) log E +
n#0
Take E = 2cgk/logk and R = N'/*, then the right-hand side is < L*k~'log?k if N > Nj,. This

proves Lemma 4.5.

5. PROOFS OF THEOREMS 1 AND 2

Lemma 5.1. Let T'(«) and G(«) be as in (2.1). Then

/ IT(a)G(c)|*dev <« NL*.

Proof. This can be proved similarly as [LLZ,Lemma 6.1]. In the proof we need [LLZ,Proposition
2.2] which was obtained by a modification of the sieve methods of Briidern and Fouvry [BF].

The theorems stated in §1 depend on the two mean-value estimates for 7} (n) given in the following
Lemmas 5.2 and 5.3.

Lemma 5.2. Let ) (n) be as in Theorem 1. Then there is N, > 0 depending on k only, such that
when N > Nj, we have

> (ri(n)? < ngNLz’“ {1 +0 <logk2 k) } : (5.1)

n<N
Lemma 5.3. Let r.(n) be as in Theorem 1 with 3|k. Then as N — oo,

1
E . (n) ~ Zﬂ'NLk.
n<N
n=2( mod 24)



Proof of Lemma 5.2. By (2.2) and (2.6), we have

/\T2 )G* (o Qda—/ / / (5.2)
cEmne  JoENC(€)

where € is defined as in Lemma 4.1 and 9t as in (2.5) with 6 satisfying 0 < § < 1/25.
Now we estimate the three integrals in (5.2) respectively. As given in [LLZ,between (6.9) and (6.10)]

n<N

the number of solutions Zy(N) of the equation

pi+p3 = pi +pi
satisfies
Zo(N) < Nlog™2N.
We have

| =S riatm) | (@) tetma)da
m m
In the above formula one can suppose |m| < kN, since otherwise ry (m) = 0. Then by (2.1), we have
1
/ IT(a)|*do < Zo(N)L* < NL?.
0
By this and (4.1), the term m = 0 contributes
1
< 1o (0) / T(0)|*dar < (k + 1)INL21,
0

And by Proposition 2.1 and (4.2) with ¢ = 1, the other terms contribute

e m 7r2 _
> rntm) { eema () v +0 (125 )} < T 2 ra(m)S(m) + OV

m7#0

Applying Lemma 4.5 to the above sum ) , we get, for N > Ny,
m#0

24 5 o log? k
< ZeNL* . :
/m_mw { +0< - (5.3)

To estimate the second integral in (5.2), one notes that each a € C'(90) can be written as (2.4) for
some P < ¢<@Qand 1 <a<gqwith (¢,a) = 1. We now apply Theorem 2 of Ghosh [Gh], which states
that, if |a — a/q| < ¢~2, then

1 1 q 1/4
ZA <<l’ <q+1/2+2> .

m<x

Hence we have

sup |T()| < NV/29/5,
acC(M)

Now we take 6 = 2¢1nlog(e/n) = 20 and 7 sufficiently small such that 0 < § < 1/25. Then by Lemma
4.1, the second integral in (5.2) satisfies

/ < NOTINZ240/5 2%k o N2k (5.4)
C(m)

9



1

Setting 7' = 2klog~'k and then using Lemmas 4.1 and 5.1, the last integral in (5.2) can be

estimated as

gk NL%*, (5.5)

/ < {1 L}Qk 4/ IT(0)C(a)]*da < (1 — )2 4NL2k<<1
c(mNC(e)

With our choice of 7, we have § < k~log?k, so we do have § < 1 /25 for sufficiently large k, say
k > ko. Combining (5.3), (5.4) and (5.5), we get (5.1) for k > kg and N > Ny. For k with 3 < k < ko,
(5.1) follows directly from Lemma 5.1. The proof of Lemma 5.2 is complete.

Proof of Lemma 5.3. The proof is much more easier than that of Lemma 5.2. In particular it

does not need Proposition 2.1 or Lemma 5.1.
We have, by (1.6),

Yorkm) = Y fln—mi—md)A(mi)A(ms),

n<N m1 +m2 N

where f(t) is the number of integral vectors (v1, ..., 1) with 2 < v; < L for which 4 + ... + 4" < ¢,

Since f(t) is non-negative and increasing,

f(N/L) > A(mi)A(mz) < Y fln—mi—m3)A(mi)A(ms)
m24+m2<N-N/L m24+m2<N
< FIN) YD A(mi)A(m). (5.6)
m1+m2<N

By the method of Rieger [R], Satz 4 (see also the proof of Shields [S], Theorem 2), we have
> A(ml)/\(mz)—w(log\ﬁ) {1+O<1>} zle{1+o<1)},
log? N log'/? N 1 log'/? N

m% +m§ <N

Also, one easily sees logh(N/k) < f(N) < logk N, from which it follows that f(N) ~ L¥ as N — occ.

Inserting these estimates into (5.6), one gets as N — oo,
/ 1 k
Z . (n) ~ ZTrNL . (5.7)
n<N

Now we estimate the difference

dorn) = D ri(n) =) (logpi)(logps),

n<N n<N *
- n=2( mod 24)

where * indicates that the summation is over the set of p; > 2,¢; > 1,v; > 2 such that

2£1 202 vy Vi < N;
+p; 2 +47+ .+ 4 { % 2(mod24).

Since 4¥ = 16(mod24) for all v > 2, we have in (5.8) that
AV 44 4% = 16k = 0(mod24)
on noting that 3|k; consequently (5.8) implies

p%el %2 # 2(mod24).
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The above congruence holds only if at least one of the p; < 3, since p?t = 1(mod24) for all p > 5 and
all £ > 1. Going back to (5.8), we see that

> (logp1)(logpa) < N'/2LF+3,
which in combination with (5.7) gives Lemma 5.3.

Now we give
Proof of Theorem 1. We follow Gallagher [G] closely. Let R = 67L*. Then the left-hand side of

(1.7) can be written as

Z (. (n) — R)2 = Z (7“;@(”))2 —2R Z r(n) + R Z 1. (5.9)

n<N n<N n<N n<N
n=2( mod 24) n=2( mod 24) n=2( mod 24) n=2( mod 24)

Clearly, the last sum in (5.9) is ~ N/24 as N — oo. The other two sums on the right-hand side of
(5.9) can be estimated by Lemmas 5.2 and 5.3 respectively, which gives

2
> (- R < SwNzt {1 Lo <10gk k)} - 20N o))
n<N

n=2( mod 24)

2 2
—i—%ﬂzNsz{l +o(1)) < #NL%.

The desired result (1.7) now follows. This completes the proof of Theorem 1.

Proof of Theorem 2. Since 3|k, we have k = 6k’ or k = 6k’ +3. Let i = 3k’, and j =i or j =i+3
according as k = 6k’ or k = 6k’ + 3. Then in either case k =i + j with 3|i and 3|j. Thus by (1.8) and
(1.6) for N = 4(mod24),

m+n=N m+n=N m n<N
m,n=2( mod 24) nZ2( mod 24)
= > rim)rf(n) + O(N'/2E), (5.10)
m+n=N

m,n=2( mod 24)

by an argument similar to that after (5.7). We put
ri(m) = 6w L’ + si(m),

for m = 2(mod24), and define s;(n) similarly. Then the sum in (5.10) is

s6r’LF ) 1+67r{Li oo s+ > Si(m)}

m+n=N m+n=N m+n=N
m,n=2( mod 24) m,n=2( mod 24) m,n=2( mod 24)

+ > si(m)si(n). (5.11)

m+n=N
m,n=2( mod 24)

By Cauchy’s inequality and Theorem 1, the last sum in (5.11) is
loo2 i ' 1/2 log? i ' 1/2 loo? k
< {OglNLzz} {OSJNLQJ} < 1087k

v J
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if N > Np. By Lemma 5.3,
S sm)= Y sm)=o(NL)

m+n=N m<N
m,n=2( mod 24) m=2( mod 24)

for ¢ =i,j. The first sum in (5.11) is ~ N/24 as N — oo. Summing up these estimates, we get (1.9)
hence Theorem 2.
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