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Variable-Rate Adaptive Trellis Coded QAM for
Flat-Fading Channels

Vincent K. N. Lau and Malcolm D. MaclegdMember, IEEE

Abstract—A bandwidth-efficient variable-rate adaptive channel average or worst-case situation. In this paper, we propose and
coding scheme, ATCQAM, for time-varying flat-fading channelsis - study a bandwidth-efficient variable-rate adaptive trellis coded
proposed. In a_ddltlon to the forward channel, a onv-capac_lty feed- QAM (ATCQAM) which varies the code rate and modulation
back channel is needed to convey channel state information to the | | ding to the ch | diti Th . timat
transmitter, possibly with delays and noise. A number of trans- evel according to the C_ annef conaition. . ereceiver esumates
mission modes, with Varying throughputsy are incorporated at the the channel states and informs the transmitter through the use of
transmitter. Appropriate transmission modes are selected based on a feedback link. When the channel state is good, the transmitter
the feedback channel states. Design issues for the ATCQAM are jncreases the throughput by using a higher level QAM. On the
considered. A closed-loop control scheme to maintain mode syn- oiher hand, when the channel state is bad, the transmitter uses a

chronization between the transmitter and the receiver is discussed. | | |OAM to i th tecti tth
The effects of feedback delay, a noisy feedback channel, and mobile ower level Q 0 Improve the error protection at the expense

speed are investigated. Analytical bounds are derived and simula- Of lower throughput.

tions are performed to verify the results. The performance of uncoded adaptive transmission schemes
Index Terms—Adaptive coded QAM, variable-rate adaptive for Rayleigh fading channels based on the feedback of channel
channel coding. state information has been considered in [2]. In [3], the funda-

mental reasons for performance gain for variable-rate adaptive
systems has been investigated. Many practical variable-rate

NOMENCLATURE . .
error correction codes have been proposed in recent years to
clr, k| Channel fading at theth symbol of thekth user reduce the bit error rate (BER) and to increase throughput of
burst. the mobile radio channels [4]—[6]. In particular, adaptive trellis
zz[r, k] Estimated channel fading at the transmitter. coded modulation was considered in [4] which used a class
zo|r, k] Estimated channel fading at the receiver. of M-ary PSK symbols. However, these previous results were
e1[r] Residual noise of interpolation filtering at the rebased on numerous simplifying assumptions such as coherent
ceiver. detection, perfect mode synchronization on the transmission
e2[r] Channel noise of the estimated fading at the receiv@fiodes, and zero feedback delay. In [7], a variable-power and
es[r] Prediction noise of estimated fading at the transrariable-rate coded MQAM system based on coset codes was
mitter. investigated based on perfect channel estimation and clean
eafr] Channel noise of the estimated fading at the tranfeedback with zero feedback delay. Issues of channel estima-
mitter. tions and strong robustness were addressed recently in [8]. In
Ty The kth modulation symbol transmitted. [9], the effect of channel estimation noise is investigated based
(7 The kth received symbol. on static analysis of fixed-rate uncoded MQAM constellations.
s Trellis state transition sequence. By contrast, this paper has the following important contri-
N Mode sequence of lengtN. butions. We unify the performance analysis of the adaptive
cta Average throughput of the ATCQAM scheme.  system based on practical considerations of channel estimation
noise, feedback noise, feedback delay, and mobile speed.
. INTRODUCTION Design issues such as mode synchronization and operational

RROR correction codes have been widely used to comi@Pects are explicitly handled. In particular, closed-loop mode
E the effect of Rayleigh fading in mobile radio channels. |§ynchronization based cskewed interleavings proposed to
traditional FEC schemes [1], fixed-rate codes are used but tHffjsure that the receiver decodes the received symbols with
fail to exploit the time-varying nature of the channel. To keefPPropriate modes. Two modes of operation of the ATCQAM

the performance at a desirable level, they are designed for 8&@€me, namelgonstant BEFoperation anconstant aveage
throughput operation are introduced to utilize the adaptive

o ) ) ~system under different scenarios. Furthermore, traditional
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Fig. 1. Overall block diagram of ATCQAM scheme. (a) Transmitter and receiver of ATCQAM. (b) Frame structure.

The paper is organized as follows. In Section Il, we descrilpeediction filter, current channel states are predicted at the trans-
the system model, design issues, system components, andntiteer and appropriate transmission modes are then selected for
operation of the ATCQAM scheme. In Section Ill, analyticathe current symbol.
bounds for the ATCQAM system performance are formulated.

Simulation and analytical results are presented and discusseéinDesign of the Variable-Rate Channel Encoder

Section V. Fina”y, in Section V, we conclude with a summary The design is based on tpmgmancTCM design [11] using

of results. a core ratd /2 encoder. Between each trellis transition, a vari-
able number of uncoded bits are concatenated with the coded
bits and mapped onto the appropridteary QAM symbol as
shown in Fig. 2(b). Hence, we have a trellis with a fixed number

The block diagram of the proposed scheme is shown @fstates butavarying number of parallel branches between each
Fig. 1(a). At the transmitter, the system consists of a vaffansition step. Because the trellis structure remains the same for
able-rate convolutional encoder, a variable-throughput adaptRiédifferent transmission modes, the same Viterbi decoder can
modulator, a symbol interleaver, and a channel state predicf®. used at the receiver. Furthermore, fltary symbols have
Information bits are convolutionally encoded and the coddfie same symbol duration and hence the occupied bandwidth is
bits are mapped onto the appropriateary QAM symbol. The constant.
varying instantaneous throughput is achieved by encoding a .
varying number of information bits per symbol. Time divisior: OPeration of the ATCQAM
multiple access (TDMA) framing is assumed with, users per  There are seven transmission modes in the proposed
TDMA frame. Pilot symbols are transmitted periodically to aid\TCQAM as illustrated in Table I.
channel state estimation at the receiver [10]. This is illustratedThe estimated channel state at the transmitter forrthe
in Fig. 1(b). symbol at thekth burst,zy.[r, k], is partitioned into seven seg-

At the receiver, we have the adaptive demodulator, a symbmoénts, with each segment corresponding to one of the modes
de-interleaver, a single Viterbi decoder for all modes, and an iim- Table I. Let E, /o be the average symbol-energy-to-noise
terpolation filter. Channel states between the pilot positions awio. Modem is chosen ifE, /no|ze[r, k]|* € [Cmy CGnti]-
interpolated and used to demodulate the received symbols. Nae that{, = 0 and{; = ~o. There are two different ways to
channel states gilot positionsare fed back to the transmitteroperate the ATCQAM scheme, namelgnstant BERperation
via a noisy feedback link with certain delays. Using the lineandconstant aveage thioughputoperation.

Il. PROPOSEDADAPTIVE TRELLIS CODED QAM SYSTEM



1552 IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 49, NO. 9, SEPTEMBER 2001

War Ral
Infosmalasn Bullar  —pn ﬁ.iﬁu; ¥ e Symbal knerleaver —— s Adapive Moduaior

[EF T OO O = :3
Irbarraaign Bighar Adapiken ool
I padail i G
1 Bl 2 soded bita
ble ... ] W
Faie 172 oo onooder - Symbol nlereaear

(b)
Fig. 2. Interleaving of the ATCQAM scheme. (a) Problems of traditional block interleaving. (b) Solution of interleaving in ATCQAM.

TABLE | ATCQAM scheme, we set the thresholds so as to maintain a
OPERATIONMODES OFATCQAM constant average throughpuelative to different average SNR
Throughput _code mapping values. This constant average throughput control is usef_ul when
1/3 6 coded bits mapped to 3 QPSK symbols we connect dixed-rate sourceo the ATCQAM system in a
172 4 coded bits mapped to 2 QPSK symbols shadowing environment where tloeal mean SNFRs variable.

1 2 coded bits mapped to 1 QPSK symbol
2 1 uncoded bit + 2 coded bits mapped to 1 8PSK symbol . .
3 2 uncoded bits + 2 coded bits mapped to 1 16QAM symbol C. Mode Synchronization
g i‘:ﬁg‘;ggg Eizz i g ggjzg E::Z :1:2223 o } 228:% z;' zgg} Mode synchronization is a very crucial requirement for the
proper operation of the adaptive system because the receiver
must decode the symbols with the correct mode. Mode syn-
1) Constant BER OperationFor the constant BER opera-Chronization can be attained with a closed-loop method. A con-
tion, we set the switching threshotdso as to maintain a rela- trol word describing the transmission modes for the burst is
tively constant BER over a range &, /1o. The set of thresh- embedded into the burst-header as illustrated in Fig. 3(a). T_he
olds is not a function of the average SNR. At high instantaneof@ntrol words for several bursts are grouped, protected with
SNR, we strive for a higher throughput instead of a lower BERCH codes, interleaved, and QPSK modulated. Note that con-
At low instantaneous SNR, we reduce the BER at the expeﬁ (@ wor_ds are actually skeyve;d up to the mtt_arleavmg_ depth as
of a lower throughput. This mode of operation is ideal for variz own in Fig. 3(b), apd th'.s‘ is calleskewed mterleavmgAt_
able-rate sources he receiver, the received signals are converted into two-dimen-
2) Constant A\./m e Thouahout Operation:Traditional sional symbols and stored up to the interleaving depth. The con-
fixed-rat d 9 i gnp tp t th ’ hpUb trol words are deinterleaved and decoded first, followed by the
all)t(i(ca)n-riﬁ ?hceos:r?sirfhg?%ae Ig\%elrr;ggstr?rgughrgll}?s glrje F;ﬁg s é’e‘ésft‘\ of the burst which is decoded with the indicated transmis-
. ion modes.
for different BER values. However, for the ATCQAM scheme

operating inconstantBER, the average throughput along th¢y. Feedback Channel

EEE cur.vesblstvarylngt;r.] H?ncg, |tt|s no(;[ easyc;oﬂ::on;[)rzére ;heThe feedback channel is used to carry fading channel state
gains between fthe fixed-rate codes an € Q Mformation.Since fading is a narrow-band random process with
scheme because the comparison of SNRs must be relatlv 2 dwidth given by the Doppler frequerfcyf,, the sampling

the same throughput. For constant throughput operation of §e of the fading processa,, to avoid alaising. In most cases,

1Since a mode is chosen only when the instantaneous SNR is within a sriBiS represents a very low-capacity requirement on the feedback
range, the thresholds are obtained as follows. For each mode, the BER-SNR . .
curves in an additive white Gaussian noise (AWGN) channel are plotted. Sup?This can be achieved if the set of thresholds are scaled by the average SNR
pose we want to operate at a BER level6f #. A horizontal line corresponding /70 (see Section IlI-E).
to the specified BER level is drawn and the SNR thresholds for different modes’In this paper, we assum@ ~ 90 Hz for a mobile speed of 50 km/h and a
are obtained from the intersections of the line and the BER curves. baud rate (per user) of 40 k symbols/s.
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Fig. 3. Issues on mode synchronization. (a) Closed-loop mode synchronization. (b) Interleaving of control words.

channel. In this paper, fading samples are quantized with 8-lnito a coded stream and an uncoded stream as illustrated in
p-law# The five most significant bits of each quantized sampleig. 2(b). The coded stream is produced by a fixed-rate core

is further protected with a BCH(15,5) code. The total of 18 bitsncoder (1/2) and hence the number of bits out of the coded
are then QPSK modulated. The total baud rate on the feedbatieam per trellis transition is always fixed. The coded stream

channel is around 1620 symbols per second. This is very l@svinterleaved by conventional methods. The uncoded stream is
compare with the forward baud rate of 40 k symbols per secomuht interleaved and variable throughput is eventually achieved

The effect of noisy feedback is investigated by simulations withy taking a different number afncoded bitso make up a mod-

the SNR as a parameter (see Section V). ulation symbol. In this way, the mode decision process could
bedeferredto the modulation stage without affecting the inter-
E. Interleaving leaving process.

Interleaving is used to convert the bursty fading into inde- o )
pendent fading. Conventionally, a block interleaver is insertéd Channel State Estimation at the Receiver
after the channel encoder and before the modulator. ForPilot symbols are transmitted (one pilot eve¥y, symbols)
traditional fixed-rate systems, the interleaving task (symb@ aid channel estimation at the receiver. The receiver stores
interleaving—a symbol is comprised of several coded bita)number of pilot symbols and makes use ofirserpolation
is straightforward because the number of coded bits enterifiiger to estimate the fading between pilot symbols. Assume the
the interleaver is always fixed. However, in general adapti@oppler spread of the fading procesgis By the Nyquist sam-
systems, the interleaving task is not trival. The throughput peling theorem, perfect reconstruction is possible if
symbo, and the number afoded bitscarried by modulation .
symbols (per trellis transition) are variable depending on falN,T5 < 0.5. (1)
modes. This implies that a variable number of coded bits Firstly, a symbol is labeled by the coordinétes), indicating
should enter the block interleaver as illustrated in Fig. 2(aherth symbol at théth burst. Hence, let[r, i] be the complex
To determine the appropriate number of bits to enter tligding at symbolr, i). It could be shown in [12] that the esti-
interleaver, it is necessary to determine the transmission mafigted channel state at the symbol positian), z,..[r, 7], using
for that symbol beforehand. However, the transmission modeaig2 P, + 1)th-order finite-impulse response (FIR) interpolation
solely determined by the channel state at the moment when tfigér is given by
symbol is taken out of the interleaver and actually transmitted. S
There is a huge delay from the time the symbol enters the Zralryi] = Z By a0, 7]
interleaver and the time the symbol leaves the interleaver. "'’ bt

Hence, we have a deadlock problem and special arrangement r==n ‘ ‘ ‘
of interleaving is necessary. _ criltald el .
In this ATCQAM, we take advantage of the pragmatic code Py Py
design. Output bits from the pragmatic encoder are separated = Z Ry, [0, p] | + Z hy,r€lpl |,
p=—" p=—1

4u-law is a PCM companding standard used in the American T-carrier digital
hierarchy r €1, N, — 1] 2
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whereh,, ,.= sinc(i+r/(N,Ny)), IV, is the number of users perA. Equivalent Channel Model and Decision Metric
TDMA frame, andz,[0, p]is the fading estimate at pilot posi-
tion (0, p). Note thate; [r, ¢] andez[r, i] are Gaussignrandom
variables. The variance ef[r, ] is given by

Fading for all encoded symbols on the error path is assumed
to be independent. Thith received symbol corresponding to
the rth symbol positiof v, (r) is given by

P
e . y(r) = V2Eclr, klzy, + ng 5
ALt =0 3 K @ M) = VRBr Bt ®
p==h where ¢[r, k] is an independent complex Gaussian fading

. . ) i . process for the symbdl, k) with variance&[|c[r, k]|*] =
Hence, the interpolated fading estimate at the recejugr. iJis .. s the transmitted symbol normalized to unit variance
modeled as a correct fadinfy, i|, corrupted with channel noise (&[|z1|?] = 1), andny, is a complex white Gaussian channel
e2[r,4] and the residual noisg|[r, ¢]. The receiver uses..[r,i] [ ise Wlth8[|nk|2] — 2150. For simplicity, we drop the subscript
to perform matched filtering and to compute the decision met-; | c[r\ k], 2ro[r, K], andzs.[r, k] when there is no ambiguity.
rics to be used in the Viterbi decoder. Since the receiver only has knowledge of the estimated
fading z... [r], we substitute (2) into (5), expregs(r) in terms
of z..[r], Es, and normalize w.r.27q, giving

To reduce the required feedback capacity, only the estimated
channel states (at the receiver) at pilot positiong0, ¢] are fed E, ,
back to the transmitter with a delay &f. The current channel u(r) = %Zm [rlan + ni, (6)
state is estimated at the transmitter based on the feedback pilot
estimatesz,..[0, ¢] using linear predictive filtering[13]. It is / - ;

) ’ : . wheren), = ny /210 — / Fs/nozr(e[r] + e2[r]) is a Gaussian
shown in [12] that theP;-order predicted fading for symbol noise Itks vari’:’;l/ncng (depenéi?]og ’égwi;[gg]ivenQLJ)
(r, k), zz[r, k] is given by '
Elln*] =07, (r)

G. Channel State Estimation at the Transmitter

227, K]
E,
[ #a[0.K] = [0, K] + 5[0, ] + ea[0.K], € [0,4) =Ly kel (o2l + o30))
T\ #2[0, k] = €[0, K] + €0, &], r € [A,Ny]
(4)
<1+ |b|2 (otlr] + o3[r]) (7)
where
Ny pilot symbol period; where|b| = max |z;|. The maximum likelihood branch deci-
e3[0, k] prediction noise (which is Gaussian at laigg); sion metric s, (z, ), iS given by

e4[0, k] channel noise.
pn(@r, ) =p(yr(r)|zrzear])

lIl. PERFORMANCEANALYSIS lon(r) = ) Zezpa[r]n P
0
In this section, we derive analytical bounds on the ATCQAM = o2, (r)

performance. A path, labeled byi), in the trellis dia-

gram is defined as a sequence of trellis state transitiomsid we choose;, so thatuyr,(zx, ) is minimum.

In(i) = {so(i),s1(4),...,sn(D)}. Thenth trellis states,,(¢)

is a function ofs,_; (¢ ) and u,(0) only whereu,,(0) is the B. Error Probability

least Slgnlflcant |npUt bit at theth trellis transition. Hence, the Bit errors are due to either path errors or para||e| branch er-

state sequence (or state path) is independent of the transmisgipg. The average BER,, is given by

mode. On the other hand, the¢h encoded symbot, is a

function of s,_1(4), s.(4), |za[n]|, and u,(0),u,(1),.... P, = Py(5(5) — 3(j)) + P, (8)

Thus, the encoded symbol sequer¢ds dependent on the

transmission modes. Because of this, conventional analyaiseres;) is the estimated state sequence &figlis the actual

methods for fixed-rate TCMs which analyze the BER based @mnsmitted state sequence. The above two teftng(i) —

the encoded symbol sequence is not applicable here. We skgfl)) and Py, are derived as follows.

analyze the BER of the ATCQAM based on the state sequence.

The effect of feedback delay is included in the derivation§. Upper Bound o, (5(i) — 5(j))

Similar to [4], [7], ideal interleaving is assumed to simplify the ~nsider the case wheiy (4) diverges fromsy (i) at node-0

analysis. and remerges at nod¥- Letsiiy = {mq,my,...,mx} be the
sequence of transmission modes, with € [0, 6]. Let X; (7 )

be the set that contains all encoded symbol sequences resulting
5¢,[r, 7] is theresidualnoise due to imperfect interpolation and is modeled
as Gaussiare; [r, i] is a sum of2P; + 1 uncorrelated Gaussian variables and SWe assume that all encoded symbols on the ledgtarror path belong to
hence is Gaussian distributed. the same burst-positianfrom different bursts after de-interleaving.
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from the same pathix (i), under the transmission mode senumber of information bits carried per symbol durati@h ),

quenceyny. The average BER is given by [14] is given by
R (3(0) — 35 s S © LR
AN _
where€[n,] is the average number of bit errors per trellis transi- r=1
tion andn is the average number of information bits transmitted . [lpr (0< 2 < Q)4 +5Pr (G < Zip < OO)}
per trellis transition. It is shown in Appendix A th&fn,] is 3
given by (12)
0 which can be simplified to
Emls > 3 PE) Rl PRV AV D)
N=Rn_ =1 [3 / Pzl + -
x> > PEx, i) P V6o /(Es /o)
J#i My TEX: (M) o0
st o +s | £ (17 e
X Z [3 (.’L’]\r,.’L’]\r)P(.’L’N ——>.’L'N,mN) \/¢s/(Es/m0)
TEX; (Min) TR . 1 . a
~ = —_— —_ X —_—
where /3 (JZ‘N,JZ‘N) is the number of bit errors associated N, -1 — 3767 207(r) ffg
with the error eventty, — %’Af, Nuin IS the constraint 1 o
length of the code, andv, is the burst length. Furthermore, +§ €xp _W
P g@\r — ¥, my ) is derived in Appendix A. BN m
n the other hand, the average number of transmitted infor- +expd — Cs
mation bits(7) is derived in Appendix B and is given by 2 5(7’)5—0
A= 1 Niil 1+lexp B (s +~~~+exp{—%}]. (13)
Ny =11+ 6 203(7’)% 20, (r) 32
+1 exp {_ G - } F. Irreducible Error Floor
2/ fos
2 20;/(r) 70 From (2), the estimated channel state at the recéivefr, ¢])
G is corrupted by the channel noisgr, | and the residual error
+exp ——202(7,) E, e1[r, 7). Under normal conditions¢?[r] is negligible. However,
bY o at high fading rates, imperfect interpolation filtering results in
et exp— Go significanto?[r].
P 2%2(7’)& ’ Assume thatt, /iy — oc. Then, from (3),¢?[v] — 0 and
" we have from (18)
D. Upper Bound onP, Es = ! - 21 i (14)

. 2n0(1 4+ 6, 2m0 27 20 oslr
Due to parallel branches, errors can still occur even when ol ) B +r.;1 r]+ o3l 2lr] .
3(i) = 3(j). P, is given by Hence, we have an irreducible error floor (determined )

which cannot be reduced by increasifig/ .

_ 1 Nil 26: Gt 1/ (Fs/10)
Py =
Np =1 = = Je /(B /mo) IV. RESULTS AND DISCUSSION

i Due to the varying throughput in the ATCQAM scheme, we
/0 (Bi(ms ) f(zeal | |z l)dlzral) f(l2eDdlze] (10)jeq the average symbol-energy-to-noise ratigr, instead of
the usual bit-energy-to-noise ratio as a reference for compar-
ison. We assumedy,, = 91 (pilot period), P, = 21 (interpola-

Py(m.r) < . exp {_ £, Izr.q,aIQIAa:mIQ} (1) tion filter order), P, = 16 (prediction filter order), andV, = 8

T 2\ 4no(1 + o) (user per TDMA frame). The overhead due to pilot symbols is
andy(.) is the probability density function derived in Appendix@bout 1%. A convolutional code of constraint length 5 is used to
A. Note that),,, is the number of bits transmitted per trellis tranconstruct the ATCQAM. Its performance is compared with that
sition at modem. |Ax,,|? is the minimun Euclidean distance©f the fixed-rate TCM.
between the parallel branches at mede

A. Performance of ATCQAM

E. Average Thoughput 1) Zero Feedback DelayA = 0): As an illustration, we
Due to the adaptive nature of ATCQAM, the number of pitdssumed zero feedback delay, a noiseless feedback channel,

carried per mOd_U|at|0n Symbo' varies accorqu;‘tg‘ | The "Normal conditions here mean that the Nyquist sampling criterion (1) is sat-
average normalized throughpygt expressed as the averagesfied.

where Py (m,r) is given by



1556

21

o
T

-
®
T

IEEE TRANSACTIONS ON COMMUNICATIONS, VOL. 49, NO. 9, SEPTEMBER 2001

10"

16QAM-TCM(f,T, = 10-3)

16QAM-TCM(f,T, = 7,5 10"3) :
ot 5

g

2

8

k]

Z

; N ﬁ P

£47}b LN ] @ A

§° g s : :

2 e g " ATCQAM(f/T, = 7.5 x 1073)

D6k ik 8PSK-TCM. . ... N i i : :

316 w T _ N . s

= ~al ~ 10°F P

2 Teel hY o

g 15 EE ST R E 2 :

< - N a :

\'\ / : : :
L '~ 4 f M:.CQAM(M; —109)
13 ) L 1 P St T """"" . L | 1
107° 10° 10" 10° 10 0 10 20 30 50 60 70
Average BER Feedback Delay in number of channel symbols
(@)

Average BER

Average BER

10 20 30 0

10 20 30 40
Average Symbol Energy to Noise Ratio - Es/NO in dB Average Symbol Energy to Noise Ratio - Es/NO in dB
(b) (b)

Fig. 4. Performance of ATCQAM relative to (a) 8PSK-TCM and (b)Fig- 5. Effects of (a) feedback delay and (b) mobile speed.

16QAM-TCM. Dotted lines represent ATCQAM. Solid lines represent fixed
rate codes.

are shown in Fig. 5(a) with SNE; /1o = 60 dB and throughput

) ) 77 = 3. The ATCQAM scheme is robust to the feedback delay
100x 500 block interleaving and fyZ, = 1 x 107°. When i, gjow fading [see Fig. 5(a)]. For example, at a delay\of=
operating in constant BERmode, the relative throughput symbols,P, of the ATCQAM schemes is approximately 30
gains of ATCQAM relative to the fixed-rate 8PSK-TCM andjmes smaller than the BER of fixed-rate 16QAM. At higher
16QAM-TCM are plotted in Fig. 4(a). For example, if Wefading rates, it becomes more sensitive to the feedback delay.

control the BER a3 = 10~*, the throughput gains relative ot A" — 40, B, for ATCQAM degrades to that of fixed-rate
to the 8PSK-TCM and the 16QAM are 1.95 and 1.54 timeggQaM.

respectively. On the other hand, when operating:ciqmstan; 3) Effects of Mobile SpeedFig. 5(b) showsP, against
th_roughputmode, th_e throughput of_ the ATCQAM is main-p /0 for the ATCQAM scheme and for fixed-rate
tained at 2 and 3 bits per symbol (irrespectivelif/no) for 16QAM-TCM at f,T, = 7.5 x 10~3. This figure illustrates

comparison with fixed-rate 8PSK-TCM and 16QAM-TCM, réthe performance of the ATCQAM scheme at extreme mobile
spectively. Thet; /7o gain of ATCQAM relative to 8PSK-TCM gpeeds where the sampling rate of the fading process

and 16QAM-TCM is plotted in Fig. 4(b). For_efamp!e, thergs pelow the Nyquist rate. Hence, aliasing occurs in the
are 7.1-dB and 9.3-dB gains i, /no at I}, = 107" relative o channel estimation. The scheme operates abrestant BER

8PSK-TCM and 16QAM-TCM, respectively. ~_ control and, hence, the average throughput along the BER
2) Effects of Feedback DelayThe P, of ATCQAM with fi-  cyyryes varies as illustrated. It is observed that the BER

nite feedback delay g7 = 1 x 10~* andfyT; = 7.5x 10~ gecreases at first but increases toimeducible error floor at

= T .
8This corresponds to a mobile speed of 24 km/hr with baud rate (per user)‘rb)éf - 3 x 10 _as the SNR increases. There are two reasons
40 k baud. for this behavior.
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Fig. 6. Effect of noisy feedback, /n, = 60 for the forward channefj = 3, f,7s = 1 x 1073.
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Fig. 7. Comparision of analytical bounds (solid line) with the simulation regultsof ATCQAM at feedback delayA = 20. (a) BER versu€Z, /nq. (b)
Throughput versu, /ng.

Firstly, aliasing causes residual noigg[r]) in the channel (E,/no) as a parameter whet#,, is the transmitted QPSK
estimation at the receiver. The adverse effect of residual noisgysnbol energy in the feedback channel. It is found that the
particularly serious for high-density constellations like 32QAMcheme is relatively robust. For example F3% /1o = 15 dB,
and 64QAM. Secondly, this behavior is due to fact that the BER of the ATCQAM is around 10 times lower than
adapatation thresholds are not designed for this extreme rigat of fixed-rate 16QAM-TCM. Actually, the effect of noisy
bile speed. Hence, the ATCQAM is forced to switch to a highteedback is similar to a delayed feedback in the sense that
throughput mode which is inappropriate due to the high residygé have an inaccurate channel state for mode decision. How-
NOISE. _ . ever, the robustness could be explained by the fact that pre-

4) Effects of Noisy Feedbacktig. 6 shows the perfor- gicteq channel states are not involved with demodulation or
mance degradations due to a noisy feedback link. Robustngggsction directly. The mode decision intervals are usually
of the ATCQAM is studied with the average feedback SNRige enough to accomodate reasonable prediction error of

9Thresholds are set without taking into account the residual noise. channel states.
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B. Analytical Bounds for ATCQAM = P(3x(i))
The upper bounds on the BERP,) and the average ‘
throughput(77) of the ATCQAM scheme are evaluated using X Z Z P(Zn|5n (i), M)
expressions in Section Il at feedback defay = 20) and I En CX ()
are shown in Fig. 7(a) and (b). The BER bound is reasonably
tight and follows the general trends of the BER curve. The x Pr U (gz‘N — N mN,r)

throughput curve is accurate in that it matches nicely with the
analytical model described in Section 1.

Fex; (my)

It is mentioned in Section Il that parallel branches are not S ZP(gN(i))
detrimental to the performance of ATCQAM. This can be seen ¢
from (27) in Appendix A and (11). For a fixed-rate code with x> Y P(ExISN(),in)
parallel branches, the BER in a Rayleigh fading channel will JAT ENEX (M)
be dominated by (fixed). The dependency df,/no in P % Z P (fN - mNﬂ,) . (15)

(fixed) is given by the factot /( E; /no)[15]. This gives rise to
the undesirable single diversity order performance. Hence, in
the fixed-rate code design, parallel branches have to be avoidddnce, the unconditional node error probability is given by
On the other hand, when ATCQAM is operated under the N1
constant throughputontrol, ¢,,, « E/n. Hence, there still 1 C L
remains an exponential dependencyEf/n, in the expression Pe(N) = N, -1 Z Z Pe(Nfiy, )
of F(11) after integration in addition to the usugl( £, /7o)
factor. By careful design of the signal constellation, the effeand theexpectechumber of bit errors per trellis transitiofijn, ],
of parallel branches can be reduced. Due to the exponential gegiven by
pendency of; /10 in (27), a high effective diversity order BER

FeX; (M)

r=1 My

performance [see Fig. 4(b)] is observed for the ATCQAM. Elm] < Z Z P(5)
N=Npin i
V. CONCLUSION % ZZ Z P (2, x|3)
An ATCQAM scheme with seven transmission modes is pro- G iy FeX; (M)
posed to exploit the time-varying nature of the mobile radio 3 (4 oz ) p (4 ) 2o )
channel. To enable coherent demodulation of QAM symbols, x> B(Endn EN T AN TN

FeX; ()

pilot symbols are transmitted periodically. Estimated channel
states at pilot positions are fed back to the transmitter via a (16)
feedback link. Design issues of the ATCQAM are briefly de\ivhere

scribed anadonstant BERindconstant aveage thioughputop-

erations are introduced for the variable-rate source and cQh{ zy — §Ar,7ﬁAr)

stant-rate source, respectivelychksed-loopcontrol scheme is

used to maintain mode synchronization between the transmitter 1
and the receiver. Under normal operating conditions, ATCQAM N, -1
has relative throughput gains around 1.5-1.9 times and rela- _ _ _ _
tive E, /no gains around 8-9 dB relative to fixed-rate codes %t;’]N;tseir:hatﬂxed-rE{tg Eode is a special case of ATCQAM with only one mode.
= 1 . . gle mode;(m ») becomes the set containing all encoded symbol
P, = 107*. The effects of feedback link delay, noisy feedbackequences associated with path(i). Hence,

mobile speed, and issues of transmitter—receiver mode synchro- .

nization are considered. It is found that the ATCQAM scheme  ¢in,) < 3 Y P(an(i)

N,—1
E P (fN — IN, MmN

7’) (17)

is robust in most practical situations. Af7, = 7.5 x 1073, an N=Nmin |
irreducible error floor occurs due to alaising of fading samples, XY 3 > P(@w,iin | Ex(0)
causing channel state estimation errors. i3 Py Ty EX;(Fp)
x> B (Fwdn) Py — Taiiin]
APPENDIX A ENEX; (P
DERIVATION OF &[n;] < S Y Y Pea) i)
The node error probability corresponding to an error path of N=Nmin { 7NEX;
length N at burst position:, P.(N |, ), with the mode se- x> S B (Fndn) Plin — iy
quencemny is given by FiEyex;
< Y ) P@EN)
PNy, ) = > P )P || (G (i) — Sv())lr NN o
i i x > 8 (fN, %'V) P [i:’N — ?V}
<Y PGEN() Y PEN() — 3n() o
i i which reduces to the standard expression in [16]-[18].
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with 3 (fAr,§Ar) the bit errors associated with the error event Unconditioning P (Zy — 5N

1559

r\Za [N, B [N]) WLt

#n — & and N the constraint length of the code. Hence?=[V] andZ..[ V], we obtain

the average BER due to path error is given by

R (310) — 5(7)) < S

wheren is the average number of information bits transmitted

per trellis transition.
1) Evaluation ofP (a?N—>§:N, my

r) . Toevaluate” (a? N
Ta Zj’tl‘ [N]7

r), we have to findP(a‘:’N — TN

N
—_— .IN,T?lN

Z.»[IN]) as follows wherez, [ V] andZ,..[V] are sequences of
estimated channel states at the transmitter and the receiver. Where f(

path metric of the encoded sequenge,, at burst position,

PM(r,Zy), is given by
[ Es
Z uk Yk — —Zrx [Tv k]xk
"o

The error encoded sequengg will be chosen ifAPM (1) =
PM (7‘, EA) — PM(r,Zy) < 0. Note thatAPM(r) is a
Gaussian random variable with meagr s () given by

EI

and variancer3 () bounded by

N
oo, K P s — ik|2>

N 2

=2

k=1

7 .QZN

[, &%, — 2|

NAPJW

k=1

O—/QAPJW(T) <2 <

< (L 0P (o201 + 030 .

Hence,

7y Zpu [N, Zrz [N])
= Pr[APM < 0|r, z*m[N] Zr [ N]

<Q (J ZR"lk|7"W[ k]|2|xk_$k|2>

]\T
1 R, Es |202[r, K] |7 — 222
<3 ILew{- " a8)

4770 14 61’
wheres, = E, /no|b|*(a%[r] + o3[r]) and R,,,, is the number
of repetitions used at the transmission mede

P (.’EN — af:N

_ B
o(1+6,)

r)
1 N /\/ka+1/(Es/770)
=1 ka/(ES/WO)

k=
/.Oo { |: ES R |
X expq —
0 410

ol HIZ e, — 2
]}
x f(lzralr fr, K1)

X dlzra[r, K] f (|27, K| d|2e[r, K]

2| T [», k]|) is the conditional density of
|27, k]| QiVen| 2z [r, k]|, @andf (|2 [, k]|) is the density func-
tion of |z, [r, k]].1

2) Joint Density ofz,..[r, k]| and |z:.[r, k]|:
have

P (fN — In, N

(19)

From (2), we

2|, K] = [, K] + edr, k] + eo[r, k] (20)

and

2z, K]
| #2[0,K] = [0, k] + €3[0, k] + e4[0,k] 7€
T 220, k] = [0, k] 4 €1[0, k] + €2]0,k] €

[0,4)
[A, Np)

(21)
where e [r, k], ea[r, k], es[r, k], and es[r, k] are uncorrelated
Gaussian noise. Hence,,[r, k] and z.,[r, k] are two corre-
lated complex Gaussian random variables. The density of the
envelopef(|z..[r, k]|) is well known to be Rayleigh distributed,

given by
el ] { Lol P
ettt = Bl o { BT

Similarly, the conditional density of the two envelopes is given
by [19]

Slzvalrs KN | |20 K1) =

(22)

2|75 K|
oz (r)[l = p*(r)]

2 2 2 2 2
 [0()|zealr K] + 02()p2 (1) 21l K]
X“p[ 202(r)o2 (ML — p2(r)]
e, Ml 22l Kl o(r)
I 23
XO{%@%@W—%@H (23)
where
02(r) =3 (1 + 3] + 31, (24)
1Due to ideal interleavingf (|Z...[N]| | |7 [N]) and f(|Z..[N]) can be

expressed as product forms.

Np—1 N

Ry, F(r,k) | exp

3

-1
r=1 k=1

(27)
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) % (1+03[r]+0oilr]), 0<r<A ol
d=13
> (1 +o%[r] + 02[7’]) , A<r<N,-1 [10]
(25)
and [11]
o Jo (—QWf\ffuT ) (26) [12]
P = 2\/olo} )
[13]

3) Overall Expression:After integrating (19) and substi-
tuting into (17), we obtain (27), shown at the bottom of the[i4]
previous page, where [15

an,Es |$k - -/i'k|2 [16]
F(r k) =14 0;—2%
() = (14 o2 P el
and
R [17]
an,Es |-Tk - -Tk|2
G(rk) =1+02(1— p*(r -
(77 ) +0a( p (7)) 210 1+ 6,
[18]
APPENDIX B
DERIVATION OF 7 [19]

The average number of bits transmitted per trellis transition,
7, is equal to the ratio between the total number of bits trans-
mitted and the total number of branch transitions passed. This
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is given by
1 et /\/Cz/(ﬁs/no)

n =

S (zta[r]]) dlzea[r]|

/ Co/(Es/no)

N,—1

P — /o
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1
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