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Variable-Rate Adaptive Trellis Coded QAM for
Flat-Fading Channels

Vincent K. N. Lau and Malcolm D. Macleod, Member, IEEE

Abstract—A bandwidth-efficient variable-rate adaptive channel
coding scheme, ATCQAM, for time-varying flat-fading channels is
proposed. In addition to the forward channel, a low-capacity feed-
back channel is needed to convey channel state information to the
transmitter, possibly with delays and noise. A number of trans-
mission modes, with varying throughputs, are incorporated at the
transmitter. Appropriate transmission modes are selected based on
the feedback channel states. Design issues for the ATCQAM are
considered. A closed-loop control scheme to maintain mode syn-
chronization between the transmitter and the receiver is discussed.
The effects of feedback delay, a noisy feedback channel, and mobile
speed are investigated. Analytical bounds are derived and simula-
tions are performed to verify the results.

Index Terms—Adaptive coded QAM, variable-rate adaptive
channel coding.

NOMENCLATURE

Channel fading at theth symbol of the th user
burst.
Estimated channel fading at the transmitter.
Estimated channel fading at the receiver.
Residual noise of interpolation filtering at the re-
ceiver.
Channel noise of the estimated fading at the receiver.
Prediction noise of estimated fading at the trans-
mitter.
Channel noise of the estimated fading at the trans-
mitter.
The th modulation symbol transmitted.
The th received symbol.
Trellis state transition sequence.
Mode sequence of length .
Average throughput of the ATCQAM scheme.

I. INTRODUCTION

ERROR correction codes have been widely used to combat
the effect of Rayleigh fading in mobile radio channels. In

traditional FEC schemes [1], fixed-rate codes are used but they
fail to exploit the time-varying nature of the channel. To keep
the performance at a desirable level, they are designed for the
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average or worst-case situation. In this paper, we propose and
study a bandwidth-efficient variable-rate adaptive trellis coded
QAM (ATCQAM) which varies the code rate and modulation
level according to the channel condition. The receiver estimates
the channel states and informs the transmitter through the use of
a feedback link. When the channel state is good, the transmitter
increases the throughput by using a higher level QAM. On the
other hand, when the channel state is bad, the transmitter uses a
lower level QAM to improve the error protection at the expense
of lower throughput.

The performance of uncoded adaptive transmission schemes
for Rayleigh fading channels based on the feedback of channel
state information has been considered in [2]. In [3], the funda-
mental reasons for performance gain for variable-rate adaptive
systems has been investigated. Many practical variable-rate
error correction codes have been proposed in recent years to
reduce the bit error rate (BER) and to increase throughput of
the mobile radio channels [4]–[6]. In particular, adaptive trellis
coded modulation was considered in [4] which used a class
of -ary PSK symbols. However, these previous results were
based on numerous simplifying assumptions such as coherent
detection, perfect mode synchronization on the transmission
modes, and zero feedback delay. In [7], a variable-power and
variable-rate coded MQAM system based on coset codes was
investigated based on perfect channel estimation and clean
feedback with zero feedback delay. Issues of channel estima-
tions and strong robustness were addressed recently in [8]. In
[9], the effect of channel estimation noise is investigated based
on static analysis of fixed-rate uncoded MQAM constellations.
By contrast, this paper has the following important contri-
butions. We unify the performance analysis of the adaptive
system based on practical considerations of channel estimation
noise, feedback noise, feedback delay, and mobile speed.
Design issues such as mode synchronization and operational
aspects are explicitly handled. In particular, closed-loop mode
synchronization based onskewed interleavingis proposed to
ensure that the receiver decodes the received symbols with
appropriate modes. Two modes of operation of the ATCQAM
scheme, namelyconstant BERoperation andconstant average
throughput operation are introduced to utilize the adaptive
system under different scenarios. Furthermore, traditional
BER analysis for fixed-rate trellis codes, which is based on
the conditional error probability of sequence of modulation
symbols on trellis branches , could not be
applied directly in adaptive systems in general. This is because
the symbol sequenceitself depends on the modulation modes
(and hence the channel state). A new BER analysis based on
trellis state transition is proposed.

0090–6778/01$10.00 © 2001 IEEE



LAU AND MACLEOD: VARIABLE-RATE ADAPTIVE TRELLIS CODED QAM 1551
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Fig. 1. Overall block diagram of ATCQAM scheme. (a) Transmitter and receiver of ATCQAM. (b) Frame structure.

The paper is organized as follows. In Section II, we describe
the system model, design issues, system components, and the
operation of the ATCQAM scheme. In Section III, analytical
bounds for the ATCQAM system performance are formulated.
Simulation and analytical results are presented and discussed in
Section IV. Finally, in Section V, we conclude with a summary
of results.

II. PROPOSEDADAPTIVE TRELLIS CODED QAM SYSTEM

The block diagram of the proposed scheme is shown in
Fig. 1(a). At the transmitter, the system consists of a vari-
able-rate convolutional encoder, a variable-throughput adaptive
modulator, a symbol interleaver, and a channel state predictor.
Information bits are convolutionally encoded and the coded
bits are mapped onto the appropriate-ary QAM symbol. The
varying instantaneous throughput is achieved by encoding a
varying number of information bits per symbol. Time division
multiple access (TDMA) framing is assumed with users per
TDMA frame. Pilot symbols are transmitted periodically to aid
channel state estimation at the receiver [10]. This is illustrated
in Fig. 1(b).

At the receiver, we have the adaptive demodulator, a symbol
de-interleaver, a single Viterbi decoder for all modes, and an in-
terpolation filter. Channel states between the pilot positions are
interpolated and used to demodulate the received symbols. The
channel states atpilot positionsare fed back to the transmitter
via a noisy feedback link with certain delays. Using the linear

prediction filter, current channel states are predicted at the trans-
mitter and appropriate transmission modes are then selected for
the current symbol.

A. Design of the Variable-Rate Channel Encoder

The design is based on thepragmaticTCM design [11] using
a core rate encoder. Between each trellis transition, a vari-
able number of uncoded bits are concatenated with the coded
bits and mapped onto the appropriate-ary QAM symbol as
shown in Fig. 2(b). Hence, we have a trellis with a fixed number
of states but a varying number of parallel branches between each
transition step. Because the trellis structure remains the same for
all different transmission modes, the same Viterbi decoder can
be used at the receiver. Furthermore, all-ary symbols have
the same symbol duration and hence the occupied bandwidth is
constant.

B. Operation of the ATCQAM

There are seven transmission modes in the proposed
ATCQAM as illustrated in Table I.

The estimated channel state at the transmitter for theth
symbol at the th burst, , is partitioned into seven seg-
ments, with each segment corresponding to one of the modes
in Table I. Let be the average symbol-energy-to-noise
ratio. Mode is chosen if .
Note that and . There are two different ways to
operate the ATCQAM scheme, namelyconstant BERoperation
andconstant average throughputoperation.
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Fig. 2. Interleaving of the ATCQAM scheme. (a) Problems of traditional block interleaving. (b) Solution of interleaving in ATCQAM.

TABLE I
OPERATIONMODES OFATCQAM

1) Constant BER Operation:For the constant BER opera-
tion, we set the switching thresholds1 so as to maintain a rela-
tively constant BER over a range of . The set of thresh-
olds is not a function of the average SNR. At high instantaneous
SNR, we strive for a higher throughput instead of a lower BER.
At low instantaneous SNR, we reduce the BER at the expense
of a lower throughput. This mode of operation is ideal for vari-
able-rate sources.

2) Constant Average Throughput Operation:Traditional
fixed-rate codes are operating in aconstant throughputoper-
ation in the sense that the average throughputs are the same
for different BER values. However, for the ATCQAM scheme
operating inconstantBER, the average throughput along the
BER curves is varying. Hence, it is not easy to compare the
SNR gains between the fixed-rate codes and the ATCQAM
scheme because the comparison of SNRs must be relative to
the same throughput. For constant throughput operation of the

1Since a mode is chosen only when the instantaneous SNR is within a small
range, the thresholds are obtained as follows. For each mode, the BER-SNR
curves in an additive white Gaussian noise (AWGN) channel are plotted. Sup-
pose we want to operate at a BER level of10 . A horizontal line corresponding
to the specified BER level is drawn and the SNR thresholds for different modes
are obtained from the intersections of the line and the BER curves.

ATCQAM scheme, we set the thresholds so as to maintain a
constant average throughput2 relative to different average SNR
values. This constant average throughput control is useful when
we connect afixed-rate sourceto the ATCQAM system in a
shadowing environment where thelocal mean SNRis variable.

C. Mode Synchronization

Mode synchronization is a very crucial requirement for the
proper operation of the adaptive system because the receiver
must decode the symbols with the correct mode. Mode syn-
chronization can be attained with a closed-loop method. A con-
trol word describing the transmission modes for the burst is
embedded into the burst-header as illustrated in Fig. 3(a). The
control words for several bursts are grouped, protected with
BCH codes, interleaved, and QPSK modulated. Note that con-
trol words are actually skewed up to the interleaving depth as
shown in Fig. 3(b), and this is calledskewed interleaving.At
the receiver, the received signals are converted into two-dimen-
sional symbols and stored up to the interleaving depth. The con-
trol words are deinterleaved and decoded first, followed by the
rest of the burst which is decoded with the indicated transmis-
sion modes.

D. Feedback Channel

The feedback channel is used to carry fading channel state
information. Since fading is a narrow-band random process with
bandwidth given by the Doppler frequency,3 , the sampling
rate of the fading process is to avoid alaising. In most cases,
this represents a very low-capacity requirement on the feedback

2This can be achieved if the set of thresholds are scaled by the average SNR
E =� (see Section III-E).

3In this paper, we assumef � 90 Hz for a mobile speed of 50 km/h and a
baud rate (per user) of 40 k symbols/s.
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Fig. 3. Issues on mode synchronization. (a) Closed-loop mode synchronization. (b) Interleaving of control words.

channel. In this paper, fading samples are quantized with 8-bit
-law.4 The five most significant bits of each quantized sample

is further protected with a BCH(15,5) code. The total of 18 bits
are then QPSK modulated. The total baud rate on the feedback
channel is around 1620 symbols per second. This is very low
compare with the forward baud rate of 40 k symbols per second.
The effect of noisy feedback is investigated by simulations with
the SNR as a parameter (see Section IV).

E. Interleaving

Interleaving is used to convert the bursty fading into inde-
pendent fading. Conventionally, a block interleaver is inserted
after the channel encoder and before the modulator. For
traditional fixed-rate systems, the interleaving task (symbol
interleaving—a symbol is comprised of several coded bits)
is straightforward because the number of coded bits entering
the interleaver is always fixed. However, in general adaptive
systems, the interleaving task is not trival. The throughput per
symbo, and the number ofcoded bitscarried by modulation
symbols (per trellis transition) are variable depending on
modes. This implies that a variable number of coded bits
should enter the block interleaver as illustrated in Fig. 2(a).
To determine the appropriate number of bits to enter the
interleaver, it is necessary to determine the transmission mode
for that symbol beforehand. However, the transmission mode is
solely determined by the channel state at the moment when that
symbol is taken out of the interleaver and actually transmitted.
There is a huge delay from the time the symbol enters the
interleaver and the time the symbol leaves the interleaver.
Hence, we have a deadlock problem and special arrangement
of interleaving is necessary.

In this ATCQAM, we take advantage of the pragmatic code
design. Output bits from the pragmatic encoder are separated

4�-law is a PCM companding standard used in the American T-carrier digital
hierarchy

into a coded stream and an uncoded stream as illustrated in
Fig. 2(b). The coded stream is produced by a fixed-rate core
encoder (1/2) and hence the number of bits out of the coded
stream per trellis transition is always fixed. The coded stream
is interleaved by conventional methods. The uncoded stream is
not interleaved and variable throughput is eventually achieved
by taking a different number ofuncoded bitsto make up a mod-
ulation symbol. In this way, the mode decision process could
bedeferredto the modulation stage without affecting the inter-
leaving process.

F. Channel State Estimation at the Receiver

Pilot symbols are transmitted (one pilot every symbols)
to aid channel estimation at the receiver. The receiver stores
a number of pilot symbols and makes use of aninterpolation
filter to estimate the fading between pilot symbols. Assume the
Doppler spread of the fading process is. By the Nyquist sam-
pling theorem, perfect reconstruction is possible if

(1)

Firstly, a symbol is labeled by the coordinate , indicating
the th symbol at theth burst. Hence, let be the complex
fading at symbol . It could be shown in [12] that the esti-
mated channel state at the symbol position , , using
a th-order finite-impulse response (FIR) interpolation
filter is given by

(2)
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where , is the number of users per
TDMA frame, and is the fading estimate at pilot posi-
tion . Note that and are Gaussian5 random
variables. The variance of is given by

(3)

Hence, the interpolated fading estimate at the receiver is
modeled as a correct fading , corrupted with channel noise

and the residual noise . The receiver uses
to perform matched filtering and to compute the decision met-
rics to be used in the Viterbi decoder.

G. Channel State Estimation at the Transmitter

To reduce the required feedback capacity, only the estimated
channel states (at the receiver) at pilot positions are fed
back to the transmitter with a delay of. The current channel
state is estimated at the transmitter based on the feedback pilot
estimates using linear predictive filtering[13]. It is
shown in [12] that the -order predicted fading for symbol

, is given by

]
(4)

where
pilot symbol period;
prediction noise (which is Gaussian at large);
channel noise.

III. PERFORMANCEANALYSIS

In this section, we derive analytical bounds on the ATCQAM
performance. A path, labeled by , in the trellis dia-
gram is defined as a sequence of trellis state transitions,

. The th trellis state
is a function of and only where is the
least significant input bit at theth trellis transition. Hence, the
state sequence (or state path) is independent of the transmission
mode. On the other hand, theth encoded symbol is a
function of , , , and .
Thus, the encoded symbol sequenceis dependent on the
transmission modes. Because of this, conventional analysis
methods for fixed-rate TCMs which analyze the BER based on
the encoded symbol sequence is not applicable here. We shall
analyze the BER of the ATCQAM based on the state sequence.
The effect of feedback delay is included in the derivations.
Similar to [4], [7], ideal interleaving is assumed to simplify the
analysis.

5� [r; i] is theresidualnoise due to imperfect interpolation and is modeled
as Gaussian.� [r; i] is a sum of2P + 1 uncorrelated Gaussian variables and
hence is Gaussian distributed.

A. Equivalent Channel Model and Decision Metric

Fading for all encoded symbols on the error path is assumed
to be independent. Theth received symbol corresponding to
the th symbol position6 is given by

(5)

where is an independent complex Gaussian fading
process for the symbol with variance ,

is the transmitted symbol normalized to unit variance
, and is a complex white Gaussian channel

noise with . For simplicity, we drop the subscript
in , , and when there is no ambiguity.
Since the receiver only has knowledge of the estimated

fading , we substitute (2) into (5), express in terms
of , , and normalize w.r.t. , giving

(6)

where is a Gaussian
noise. Its variance (depending on) is given by

(7)

where . The maximum likelihood branch deci-
sion metric, , is given by

and we choose so that is minimum.

B. Error Probability

Bit errors are due to either path errors or parallel branch er-
rors. The average BER, , is given by

(8)

where is the estimated state sequence andis the actual
transmitted state sequence. The above two terms,

and , are derived as follows.

C. Upper Bound on

Consider the case when diverges from at node-0
and remerges at node-. Let be the
sequence of transmission modes, with . Let
be the set that contains all encoded symbol sequences resulting

6We assume that all encoded symbols on the length-N error path belong to
the same burst-positionr from different bursts after de-interleaving.
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from the same path, , under the transmission mode se-
quence, . The average BER is given by [14]

(9)

where is the average number of bit errors per trellis transi-
tion and is the average number of information bits transmitted
per trellis transition. It is shown in Appendix A that is
given by

where is the number of bit errors associated

with the error event , is the constraint
length of the code, and is the burst length. Furthermore,

is derived in Appendix A.
On the other hand, the average number of transmitted infor-

mation bits is derived in Appendix B and is given by

D. Upper Bound on

Due to parallel branches, errors can still occur even when
. is given by

where is given by

(11)

and is the probability density function derived in Appendix
A. Note that is the number of bits transmitted per trellis tran-
sition at mode . is the minimun Euclidean distance
between the parallel branches at mode.

E. Average Throughput

Due to the adaptive nature of ATCQAM, the number of bits
carried per modulation symbol varies according to . The
average normalized throughput, expressed as the average

number of information bits carried per symbol duration ,
is given by

(12)

which can be simplified to

(13)

F. Irreducible Error Floor

From (2), the estimated channel state at the receiver
is corrupted by the channel noise and the residual error

. Under normal conditions,7 is negligible. However,
at high fading rates, imperfect interpolation filtering results in
significant .

Assume that . Then, from (3), and
we have from (18)

(14)

Hence, we have an irreducible error floor (determined by )
which cannot be reduced by increasing .

IV. RESULTS AND DISCUSSION

Due to the varying throughput in the ATCQAM scheme, we
use the average symbol-energy-to-noise ratio instead of
the usual bit-energy-to-noise ratio as a reference for compar-
ison. We assumed (pilot period), (interpola-
tion filter order), (prediction filter order), and
(user per TDMA frame). The overhead due to pilot symbols is
about 1%. A convolutional code of constraint length 5 is used to
construct the ATCQAM. Its performance is compared with that
of the fixed-rate TCM.

A. Performance of ATCQAM

1) Zero Feedback Delay : As an illustration, we
assumed zero feedback delay, a noiseless feedback channel,

7Normal conditions here mean that the Nyquist sampling criterion (1) is sat-
isfied.
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(a)

(b)

Fig. 4. Performance of ATCQAM relative to (a) 8PSK-TCM and (b)
16QAM-TCM. Dotted lines represent ATCQAM. Solid lines represent fixed
rate codes.

100 500 block interleaving8 and . When
operating in constant BERmode, the relative throughput
gains of ATCQAM relative to the fixed-rate 8PSK-TCM and
16QAM-TCM are plotted in Fig. 4(a). For example, if we
control the BER at , the throughput gains relative
to the 8PSK-TCM and the 16QAM are 1.95 and 1.54 times,
respectively. On the other hand, when operating inconstant
throughputmode, the throughput of the ATCQAM is main-
tained at 2 and 3 bits per symbol (irrespective of ) for
comparison with fixed-rate 8PSK-TCM and 16QAM-TCM, re-
spectively. The gain of ATCQAM relative to 8PSK-TCM
and 16QAM-TCM is plotted in Fig. 4(b). For example, there
are 7.1-dB and 9.3-dB gains in at relative to
8PSK-TCM and 16QAM-TCM, respectively.

2) Effects of Feedback Delay:The of ATCQAM with fi-
nite feedback delay at and

8This corresponds to a mobile speed of 24 km/hr with baud rate (per user) of
40 k baud.

(a)

(b)

Fig. 5. Effects of (a) feedback delay and (b) mobile speed.

are shown in Fig. 5(a) with SNR dB and throughput
. The ATCQAM scheme is robust to the feedback delay

in slow fading [see Fig. 5(a)]. For example, at a delay of
symbols, of the ATCQAM schemes is approximately 30

times smaller than the BER of fixed-rate 16QAM. At higher
fading rates, it becomes more sensitive to the feedback delay.
At , for ATCQAM degrades to that of fixed-rate
16QAM.

3) Effects of Mobile Speed:Fig. 5(b) shows against
for the ATCQAM scheme and for fixed-rate

16QAM-TCM at . This figure illustrates
the performance of the ATCQAM scheme at extreme mobile
speeds where the sampling rate of the fading process
is below the Nyquist rate. Hence, aliasing occurs in the
channel estimation. The scheme operates at aconstant BER
control and, hence, the average throughput along the BER
curves varies as illustrated. It is observed that the BER
decreases at first but increases to anirreducible error floor at

as the SNR increases. There are two reasons
for this behavior.



LAU AND MACLEOD: VARIABLE-RATE ADAPTIVE TRELLIS CODED QAM 1557

Fig. 6. Effect of noisy feedbackE =� = 60 for the forward channel.�� = 3, f T = 1� 10 .

(a) (b)

Fig. 7. Comparision of analytical bounds (solid line) with the simulation results( ) of ATCQAM at feedback delay,� = 20. (a) BER versusE =� . (b)
Throughput versusE =� .

Firstly, aliasing causes residual noise in the channel
estimation at the receiver. The adverse effect of residual noise is
particularly serious for high-density constellations like 32QAM
and 64QAM. Secondly, this behavior is due to fact that the
adapatation thresholds are not designed for this extreme mo-
bile speed.9 Hence, the ATCQAM is forced to switch to a high
throughput mode which is inappropriate due to the high residual
noise.

4) Effects of Noisy Feedback:Fig. 6 shows the perfor-
mance degradations due to a noisy feedback link. Robustness
of the ATCQAM is studied with the average feedback SNR

9Thresholds are set without taking into account the residual noise.

as a parameter where is the transmitted QPSK
symbol energy in the feedback channel. It is found that the
scheme is relatively robust. For example, at dB,
the BER of the ATCQAM is around 10 times lower than
that of fixed-rate 16QAM-TCM. Actually, the effect of noisy
feedback is similar to a delayed feedback in the sense that
we have an inaccurate channel state for mode decision. How-
ever, the robustness could be explained by the fact that pre-
dicted channel states are not involved with demodulation or
detection directly. The mode decision intervals are usually
wide enough to accomodate reasonable prediction error of
channel states.
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B. Analytical Bounds for ATCQAM

The upper bounds on the BER and the average
throughput of the ATCQAM scheme are evaluated using
expressions in Section III at feedback delay and
are shown in Fig. 7(a) and (b). The BER bound is reasonably
tight and follows the general trends of the BER curve. The
throughput curve is accurate in that it matches nicely with the
analytical model described in Section III.

It is mentioned in Section II that parallel branches are not
detrimental to the performance of ATCQAM. This can be seen
from (27) in Appendix A and (11). For a fixed-rate code with
parallel branches, the BER in a Rayleigh fading channel will
be dominated by (fixed). The dependency of in
(fixed) is given by the factor [15]. This gives rise to
the undesirable single diversity order performance. Hence, in
the fixed-rate code design, parallel branches have to be avoided.

On the other hand, when ATCQAM is operated under the
constant throughputcontrol, . Hence, there still
remains an exponential dependency of in the expression
of (11) after integration in addition to the usual
factor. By careful design of the signal constellation, the effect
of parallel branches can be reduced. Due to the exponential de-
pendency of in (27), a high effective diversity order BER
performance [see Fig. 4(b)] is observed for the ATCQAM.

V. CONCLUSION

An ATCQAM scheme with seven transmission modes is pro-
posed to exploit the time-varying nature of the mobile radio
channel. To enable coherent demodulation of QAM symbols,
pilot symbols are transmitted periodically. Estimated channel
states at pilot positions are fed back to the transmitter via a
feedback link. Design issues of the ATCQAM are briefly de-
scribed andconstant BERandconstant average throughputop-
erations are introduced for the variable-rate source and con-
stant-rate source, respectively. Aclosed-loopcontrol scheme is
used to maintain mode synchronization between the transmitter
and the receiver. Under normal operating conditions, ATCQAM
has relative throughput gains around 1.5–1.9 times and rela-
tive gains around 8–9 dB relative to fixed-rate codes at

. The effects of feedback link delay, noisy feedback,
mobile speed, and issues of transmitter–receiver mode synchro-
nization are considered. It is found that the ATCQAM scheme
is robust in most practical situations. At , an
irreducible error floor occurs due to alaising of fading samples,
causing channel state estimation errors.

APPENDIX A
DERIVATION OF

The node error probability corresponding to an error path of
length at burst position , , with the mode se-
quence is given by

(15)

Hence, the unconditional node error probability is given by

and theexpectednumber of bit errors per trellis transition, ,
is given by10

(16)

where

(17)

10Note that fixed-rate code is a special case of ATCQAM with only one mode.
With a single mode,X (~m ) becomes the set containing all encoded symbol
sequences associated with path~s (i). Hence,

E[n ] � P (~s (i))

� P (~x ; ~m j ~s (i))

� � ~x ; ~̂x �P ~x �! ~̂x ; ~m

� P (~s (i); ~x )

� � ~x ; ~̂x �P ~x �! ~̂x

� P (~x )

� � ~x ; ~̂x �P ~x �! ~̂x

which reduces to the standard expression in [16]–[18].
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with the bit errors associated with the error event

and the constraint length of the code. Hence,
the average BER due to path error is given by

where is the average number of information bits transmitted
per trellis transition.

1) Evaluation of : To evaluate

, we have to find

as follows where and are sequences of
estimated channel states at the transmitter and the receiver. The
path metric of the encoded sequence,, at burst position ,

, is given by

The error encoded sequence will be chosen if

. Note that is a

Gaussian random variable with mean given by

and variance bounded by

Hence,

(18)

where and is the number
of repetitions used at the transmission mode.

Unconditioning w.r.t.

and , we obtain

(19)

where is the conditional density of
given , and is the density func-

tion of .11

2) Joint Density of and : From (2), we
have

(20)

and

(21)

where , , , and are uncorrelated
Gaussian noise. Hence, and are two corre-
lated complex Gaussian random variables. The density of the
envelope is well known to be Rayleigh distributed,
given by

(22)

Similarly, the conditional density of the two envelopes is given
by [19]

(23)

where

(24)

11Due to ideal interleaving,f(j~z [N ]j j j~z [N ]) andf(j~z [N ]) can be
expressed as product forms.

(27)
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(25)

and

(26)

3) Overall Expression:After integrating (19) and substi-
tuting into (17), we obtain (27), shown at the bottom of the
previous page, where

and

APPENDIX B
DERIVATION OF

The average number of bits transmitted per trellis transition,
, is equal to the ratio between the total number of bits trans-

mitted and the total number of branch transitions passed. This
is given by

(28)
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