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Abstract—This paper presents a system for capturing and ren-
dering a dynamic image-based representation called the plenoptic
video. It is a simplified light field for dynamic environments, where
user viewpoints are constrained to the camera plane of a linear
array of video cameras. Important issues such as multiple camera
calibration, real-time compression, decompression and rendering
are addressed. The system consists of a camera array of eight Sony
CCX-Z11 CCD cameras and eight Pentium 4 1.8-GHz computers
connected together through a 100 Base-T local area network. It is
possible to perform software-assisted real-time MPEG-2 compres-
sion at a resolution of (720 480). Using selective transmission, we
are able to stream continuously plenoptic video with (256 256)
resolution at a rate of 15 f/s over the network. For rendering from
raw data on the hard disk, real-time rendering can be achieved
with a resolution of (720 480) and a rate of 15 f/s. A new com-
pression algorithm using both temporal and spatial predictions is
also proposed for the efficient compression of the plenoptic videos.
Experimental results demonstrate the usefulness of the proposed
parallel processing based system in capturing and rendering high-
quality dynamic image-based representations using off-the-shelf
equipment, and its potential applications in visualization and im-
mersive television systems.

Index Terms—Camera array, data compression, dynamic
environment rendering, image-based rendering (IBR), parallel
processing.

I. INTRODUCTION

IMAGE-BASED RENDERING (IBR) has recently emerged
as a promising alternative to three-dimensional (3-D) com-

puter models for photo-realistic rendering of scenes and objects
from a collection of densely sampled images. Central to IBR is
the plenoptic function [1], which forms a new framework for
developing sophisticated virtual reality and visualization sys-
tems. Another important advantage of IBR is the superior image
quality that it offers over 3-D model building, especially for very
complicated real world scenes. It also requires much less com-
putational power for rendering, regardless of scene complexity.
Unfortunately, image-based representations usually consist of
hundreds or thousands of images, which involve large amounts
of data. To simplify the capturing and storage of the plenoptic
function, various image-based representations of lower dimen-
sions have been advocated [2]–[11]. Most image-based repre-
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sentations reported so far deal with static scenes. This is largely
attributed to the logistical difficulties in capturing and transmit-
ting dynamic representations, which involve huge amounts of
data. In fact, it has stimulated considerable research effort into
efficient compression methods for various image-based repre-
sentations such as the light field, lumigraph, and concentric mo-
saics [12]–[17]. A study of real-time capturing, compression,
and rendering of image-based representations for dynamic en-
vironments is thus highly desirable. Such representations can
also be viewed as versatile generalizations of traditional images
and videos, which might be further developed into new interac-
tive or immersive television systems.

Toward this goal, we constructed in this paper a system for
real-time capturing, compression and rendering of a simplified
light field for dynamic scenes. We coined these simplified dy-
namic light fields (SDLF) the plenoptic videos, because of their
close relationship with traditional videos supporting multiple
viewpoints. Through this system, it was also demonstrated
how parallel processing and inexpensive equipment can be
utilized to capture and process image-based representations of
dynamic scenes efficiently and mostly in real-time, which is
one of the major obstacles in dynamic IBR research. Unlike
capturing static image-based representations, methods for
calibrating multiple cameras and compressing the plenoptic
videos have to be developed. In particular, an MPEG-2 like
compression algorithm employing both spatial and temporal
compensations is proposed for the efficient storage and trans-
mission of plenoptic videos. It also addresses the important
random access problem in light field rendering. Experimental
results show that spatial prediction significantly improves the
coding efficiency. Together with temporal prediction, most
of the image pixels can be predicted satisfactorily. Imme-
diate applications of the proposed system are “interactive 3-D
electronic catalog or brochures” and “short plenoptic video
advertisement clips,” where the plenoptic videos are distributed
either in form of DVDs or the Internet for viewing by potential
customers on a computer (mouse-controlled). This was demon-
strated in our demos, consisting of a glass music box and two
lead crystals, which are usually very difficult to model with
photo-realistic quality. Another possible application is a head
and shoulder-type 3-D videophone, where the depth variation,
like the music box sequence, is relatively small [18]. In these
applications, not too many numbers of cameras, say eight or
less, can be employed to convey to users a reasonable good
sense of immersive viewing, without excessively increasing
the transmission bandwidth. The rest of the paper is organized
as follows: a brief overview of previous research related to the
current work is given in Section II. The proposed plenoptic
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video system is described in Section III. Then, the design and
implementation of the plenoptic video capturing system are
explained in Section IV. Sections V and VI are devoted to the
compression and rendering of the plenoptic video. Finally,
conclusion and possible future work are given in Section VII.

II. PREVIOUS WORK

The plenoptic video is a kind of simplified light field for dy-
namic environments. It belongs to the general class of image-
based representations. There have been considerable advances
in IBR research and many interesting representations were pro-
posed. Interested readers are referred to a recent survey paper
in [17] for more details. More recently, there were attempts to
construct light field video systems [19]–[22] for different appli-
cations. These include the Stanford multicamera array [19], the
3-D rendering system of Naemura et al.. [20], and the (8 8)
light field camera of Yang et al. [21]. The Stanford array con-
sists of more than one hundred cameras and is intended for large
environment applications. It uses low cost CMOS sensors and
dedicated hardware for real-time compression. The systems in
[20], [21] consist of, respectively, 16 and 64 cameras and are in-
tended for real-time rendering applications. Unlike the Stanford
array and our system, they do not support real-time compression
of the captured videos. Our system has different design trade-
offs, which yield very good rendering quality. Our intention is
not to compare directly with these systems, but rather to dissem-
inate our experience in system construction and compression
techniques for other researchers to build inexpensive arrays and
fairly high-quality rendering systems using off-the-shelf equip-
ment. The latter has been one of the major obstacles in the study
of dynamic image-based representations. A more detailed com-
parison of these systems with the proposed system will be given
in the Section IV-C.

III. PLENOPTIC VIDEOS

A. Proposed Plenoptic Videos

Among the static image-based representations reported so far,
light fields are relatively simpler to be generalized to dynamic
scenes. Therefore, they are chosen in this study. From [23], the
sampling rate of static light fields depends on the depth of the
scene. In order to reduce the effect of aliasing, the number of
cameras in a two-dimensional (2-D) arrangement can be very
large, say 16 64. This might create hundreds of videos, which
have to be compressed and stored in real-time. The calibration
of such a large camera array is also problematic and very time
consuming. To avoid this large dimensionality and the excessive
hardware cost, we limit our study to light fields with viewpoints
being constrained along a line. This simplified dynamic light
field, which we call the plenoptic video, has a dimensionality
of four. Apart from the simplicity of the overall system, there
are two reasons for such a choice. For instance, the user can
still observe significant parallax and lighting changes along the
horizontal direction. Furthermore, the given number of cameras
can be used to maximize the sampling rate along the horizontal
direction and thus the risk of insufficient sampling in a 2-D con-
figuration with the same number of cameras.

Fig. 1. Illustration of a 2-D light field section. A point is observed by two
cameras t and t . The object surface is assumed to be Lambertian.

B. An Approximate Sampling Analysis

The sampling analysis of static light fields was first studied in
[23]. In the standard two-plane ray space parameterization, there
is a camera plane, with parameters , and a focal plane, with
parameters . Each ray in the parameterization is uniquely
determined by the quadruple . For fixed values of
and , we obtain an image taken at a location indexed by .
Interested readers are referred to [6] for more details. Fig. 1
shows an example of a simple 2-D light field. Assuming a pin-
hole camera model, the pixel value observed is the convolution
of the plenoptic function with the point spread function. In the
camera position , a ray of a point P on the object surface is
observed, and it is recorded as a pixel at position . Whereas,
for camera position , the same point P at depth is ob-
served as ray and is recorded as pixel . The disparity, or the
displacement of the image pixel, of P is , where
is the focal length. If the object surface is Lambertian,1 pixels

and will be identical to each other. If is known,
then the rays captured at certain camera positions (say regu-
larly along a straight line) can be used to reconstruct the im-
ages in between, if the sampling is sufficiently dense and there
is no occlusion. Using the piecewise constant depth model, it
was shown in [23] that the spectral support of the static light
field is approximately bounded by its maximum and minimum
depths. For the commonly used rectangular sampling lattice, the
minimum sampling rate in the direction is ,
where . and

are, respectively, the bandwidth and output resolution of the
light field in the direction. and are, respectively,
the minimum and maximum depth values of the scene, is the
focal length. For dynamic scenes, the minimum and maximum
depth values and are functions of time (i.e.,
and ), which depend on the motion of the objects in
the scene. In our rendering experiment, a mean depth, possibly
time-varying, is assumed for the dynamic scene. A similar ex-
pression applies to the direction.

1Since the pixel values v and v will be linearly interpolated, if the angular
variations of the bidirectional reflectance distribution function (BRDF) is ban-
dlimited, then lighting charges for nonlambertian surface can also be captured
with sufficient sampling.
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Fig. 2. Block diagram of the plenoptic video system.

IV. PLENOPTIC VIDEO SYSTEM

A. System Implementation and Results

Fig. 2 shows the block diagram of our plenoptic video cap-
turing and processing system. A set of synchronized video cam-
eras is used to capture the light field images at each time in-
stant to form sequence of videos. The video signals are then
fed to the real-time video compression boards in the parallel
processing system. The compressed videos will be stored di-
rectly to the hard disk of the PCs. In our prototype system, eight
Pentium 4 1.8-GHz computers are connected together through a
100 Base-T LAN as shown in Fig. 3(b). At 1.8 GHz, it is possible
to perform software-assisted real-time MPEG-2 compression at
a resolution of (720 480) using the Pinnacle PCTV capturing
board. A camera array using eight Sony CCX-Z11 CCD cam-
eras is constructed as shown in Fig. 3(a). The outputs are in
NTSC format (525-line interlaced video at 25 f/s) and they are
synchronized by modifying the electronics inside the cameras
so that they operate on the same clock signal. The spacing be-
tween successive cameras is 2.5 cm and four tuning screws are
used to control the tilting angles of each camera. Note that all
these components are relative inexpensive and the system can
readily be extended to include more cameras.

Our system uses closely spaced charged-coupled device
(CCD) cameras to reduce problems due to insufficient sampling
and to avoid the large imaging variations of CMOS cameras,
which usually complicate camera calibration. It is also relatively
easy to construct, as it requires only off-the-shelf components
and readily available equipment. We have, however, compro-
mised in the number of cameras being used. Another valuable
feature of our system is its distributed nature, which allows us
to capture, compress, process, and render the plenoptic video
efficiently. We believe that parallel processing is essential to
handle the demanding storage and computational requirements
of plenoptic videos and other dynamic image-based representa-
tions. Although our prototype system has a linear configuration,
other similar configurations such as (2 8) or (3 8) are pos-
sible and it will improve the viewing freedom of the users, and
we believe that the resulting rendering quality will be similar to
the one reported here. Due to the use of data compression and
parallel processing, our system is reasonably scalable.

B. Camera Calibration

During construction, the cameras were carefully installed to
the hardware stand and similar focal lengths and tilting angles
were maintained. The cameras were then calibrated using the

method in [24]. This method was originally proposed for cali-
brating a single camera and the relative position of the camera
and the viewing angle with respect to a reference grid position
can be estimated. More precisely, five images (the grid images)
of a certain grid pattern, which consists of squares evenly spaced
in a regular grid [Fig. 3(c)], are taken by the camera at five dif-
ferent positions. The corners of the squares in each grid image
are then determined in order to recover the intrinsic and extrinsic
parameters of the cameras. The videos captured by the cameras
are then rectified for rendering. In addition, the relative positions
of the cameras can be used in unstructured lumigraph rendering
[35]. Before capturing using the Pinnacle PCTV MPEG-2 video
capture boards at the eight PCs, the system clocks of the PCs are
synchronized through the network.

C. Experimental Results and Comparison

Fig. 4 shows snapshots of two plenoptic videos captured by
the system (rectified): Glass Music Box and Crystal Dragon.2

They are extracted from a plenoptic video of about half an hour
long. In the Glass Music Box plenoptic video, a glass music
box was placed at the center of the scene and it was rotating
at a regular speed. A moving spotlight was used to change dy-
namically the lighting of the scene. It can be seen from the
images that significant lighting changes, reflections, and par-
allax are captured. The Crystal Dragon sequence consists of a
lead crystal in the shape of a dragon, which was placed on a
wooden platform. Beside it is another crystal turtle, which was
placed on a lighting platform that changes color periodically.
A burning candle and a moving spotlight were also included
to demonstrate the lighting changes and reflective properties of
the scene. Since the capturing system is able to handle videos
of more than an hour, the two plenoptic videos were taken in a
single shot. The distances between the objects and the camera
array were also varied to evaluate the effect of camera cali-
bration on rendering quality. Each uncompressed video stream
consumes about 30 Gbytes of storage. We have also generated
a synthetic plenoptic video, called the “ball sequence,” using
computer graphics techniques, which is shown in Fig. 5. It was
rendered using the 3-D Studio Max software and the data sets
consist of 16 1 24-bit RGB videos with 320 240 pixels and
24 f/s. Despite the relatively large depth variation, the use of a
mean depth in rendering this plenoptic video does not introduce
large rendering artifacts. Also, it was observed from the ball se-
quence that the plenoptic video is not very sensitive to occlusion
if the depth variation is not too large. For large depth variations,
artifacts in form of ghost images and image blurring will appear
and more accurate geometrical information such as depth maps
are required [23].

Here, we give a brief account of the systems reported in
[19]–[22]. The Stanford Multi-Camera Array Project [19] was
probably the first attempt to develop a large-scale camera array
and capturing hardware toward the difficult problem of dynamic
IBR modeling. It employs low-cost CMOS sensors and dedi-
cated compression hardware. A preliminary six camera-array
was reported in [19] and later extend to include more than one

2We have also captured a sequence called “Train.” Due to page limitation, the
details are omitted and only its rendered result is presented in Section VI-A
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Fig. 3. Plenoptic video system. (a) Eight-camera array. (b) Capturing system with eight PCs connected by a 100 Base-T LAN. (c) Calibration pattern.

Fig. 4. Four snapshots of the plenoptic video Glass Music Box and Crystal Dragon. Each row consists of the eight images taken from the cameras (form left to
right) at a given time instant.

hundred cameras. Subsequently, B. Goldlücke et al. [22] used
the video sequences captured by the (3 2) array in [19] to
investigate the rendering of light field videos. The images with
a resolution of 320 240 from the six cameras are warped
and blended, according to a pre-computed disparity map, to
synthesize the novel views at (640 480) resolution with
approximately 14 f/s block size . They can handle larger
depth variations but also potentially introduce artifacts due to
inaccurate depth estimation. Since the objectives and design
tradeoffs of our system and that in [19] are quite different,
the results cannot be compared directly. One advantage of our
system is its good rendering quality. This is largely attributed
to the higher resolution and better quality of the CCD sensors,3

smaller camera spacing, and camera calibration employed in
our system. While the pioneer work in [19] is more concerned
with large-scale modeling, our system is targeted toward
modeling video objects and it has applications as electronic
brochures and demonstration clips, as mentioned earlier.

In [25], the image pixels for rendering a given view are re-
trieved using hardware from an array of CMOS imaging sen-
sors in order to avoid the high data rate for online rendering.
The system of Naemura et al. [20] consists of 16 closely spaced
CCD cameras in a (4 4) 2-D arrangement (can be reconfig-

3Our CCD sensor (USD$100) is about two times more expensive than the
CMOS sensor in [19], with better color response and resolution.

ured to a linear array similar to ours). It does not incorporate
real-time data compression such as MPEG compression used
in our system. Instead, dedicated processors (Sony YS-Q430)
are used to combine the video sequences from four cameras
to form a video sequence divided into four screens. Therefore,
the resolution is significantly reduced because of the bandwidth
constraint. The final rendered view, using an Onyx2 worksta-
tion, has a resolution of only 180 120. On the other hand,
our captured plenoptic videos have a resolution of 720 480
pixels at 30 f/s. No camera calibration is performed in [20] and
motion parallax is suppressed using linear translation opera-
tions. One distinct feature of this system is the use of a real-
time depth map estimation board from Komatsu, FZ930 board
(280 200 pixels, 8-bits depth map) at 30 f/s, to divide the
image into 3 layers for rendering (10 f/s at 180 120 resolu-
tion). Currently, our system does not address scenes with large
depth variation because it is still a very challenging problem
to estimate depth maps reliably. By limiting the depth varia-
tion and using light field rendering with a single mean depth
(the approximate sampling analysis in Section III-B) alone, our
system achieves fairly high-quality real-time rendering of raw
video data at a resolution of 720 480 with 15 f/s. For rendering
from compressed data, the resolution is reduced to 256 256,
due to limitation of processing power and transmission band-
width over the 100 Base-T network without transcoding.
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Fig. 5. Snapshots of the Ball sequence (only images from five virtual cameras are shown).

TABLE I
COMPARISON OF OUR SYSTEM WITH THE STATE-OF-THE-ART SYSTEMS IN [20], [21], AND [22]

The (8 8) light field camera of Yang et al. [21] is mainly
designed for interactive IBR. Unlike the Stanford light field
camera and our system, all the videos from the video cameras
are not recorded or stored due to difficulties in compressing the
videos in real-time. Images from the cameras are divided into
fragments and those fragments required to synthesize a given
view are transmitted to a compositor for rendering. It is impos-
sible to replay the videos as in our system, which resembles a
traditional video system with continuous multiple viewpoints

along a trajectory. The camera spacing is also very small to avoid
aliasing. Camera calibration is done by first calibrating one of
the cameras using Zhang’s algorithm [24]. The rest of the cam-
eras are calibrated using a structure from motion algorithm. Fi-
nally, a large nonlinear optimization is performed to cater for
nonidentical intrinsic parameters of the cameras. Although our
algorithm is also based on Zhang’s algorithm, we use a larger
calibration pattern for calibrating simultaneously all the cam-
eras. Since no data is provided in [21], we are unable to compare
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Fig. 6. Compression of the 4-D plenoptic video.

directly the accuracy of both methods. Manual color control ad-
justment in some of the sensors is necessary in [21]. The main
features of the above systems are summarized in Table I.

V. COMPRESSION

A. Overview

In general, there are two approaches to reduce the data
size of image-based representations [17]. The first one is to
reduce their dimensionality, often by limiting viewpoints or
sacrificing some realism. Light fields and Concentric Mosaics
are such examples. The second approach is more classical,
namely, to exploit the correlation (i.e., redundancy) within
the representation using waveform coding or model-based
techniques. The scene geometry might be utilized explicitly
or implicitly. The second approach can further be classified
into three broad categories: pixel-based methods [6], [10],
disparity compensation/prediction methods [12], [15] and
model-based/model-aided methods [26], [27]. Disparity com-
pensation has been used in coding stereoscopic and multiview
images [28]–[33]. Interested readers may refer to a survey paper
in [17] for more detail. In this paper, an MPEG-2 like algorithm
with temporal and disparity compensation is employed because
of its good performance and relatively low complexity. Spatial
prediction or disparity compensated prediction has been used in
coding of static light fields [12]–[14] and stereo image coding
[28], [29]. The coding algorithm considered here can be viewed
as their generalization to the dynamic situation.

Providing random access to the compressed data for real-time
rendering and efficient methods for exploring the redundancy
are important problems in the compression of plenoptic videos
[17]. It is because higher dimensional image-based representa-
tions such as the four-dimensional (4-D) light field, Lumigraph
and the plenoptic video require random access at the pixel level.
Since most existing compression algorithms employ entropy

coding for better compression efficiency, the symbols after com-
pression are of variable sizes. It is time-consuming to retrieve a
single line or pixel directly from the compressed data. With ef-
ficient random access mechanisms, such as pointers to the com-
pressed data stream, selective decoding [15], [16] or just-in-time
(JIT) decoding [12] can be employed to decode on-line those
pixels which are required for rendering. Similar problems exist
in the transmission of plenoptic videos. This will be addressed
in Section VI using the concept of selective transmission/recep-
tion and parallel processing techniques.

B. MPEG-2 Like Algorithm With Temporal and Disparity
Compensation

As video streams in a plenoptic video are taken at nearby
positions in a one-dimensional (1-D) array, they appear to be
shifted relative to each other, because of the disparity of image
pixels. In order to explore this correlation in the plenoptic
video, we divide the video streams into groups and compress
them together using both temporal and disparity compensa-
tions. The proposed compression method is shown in Fig. 6.
Only three videos are shown for simplicity, and it is called a
group of fields (GOF). To provide random access to individual
pictures, we have adopted a modified MPEG-2 video compres-
sion algorithm [34] to encode the image frames. There are two
types of video streams in the proposed dynamic light field:
main and secondary video streams. Main video streams are
encoded using the MPEG-2 algorithm, which can be decoded
without reference to other video streams. The image frames in
a main stream are divided into I-, P-, and B-pictures, where
I-pictures are coded using intra-frame DCT-based transform
coding, while P-pictures are coded by hybrid motion com-
pensated/transform coding using previous I- or P-pictures as
references. B-pictures are coded by a similar method except
that forward and backward motion compensation is performed
by using nearby I- or P-pictures as references which is indicated
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Fig. 7. Coding results of the plenoptic videos. (a) Synthetic Ball sequence. (b) Glass Music Box sequence.

Fig. 8. Typical reconstructed images. The Ball sequence in the (a) main and (b) secondary video streams (194 kb/s per stream). The Glass Music Box sequence
in the (c) main and (d) secondary video streams (583 kb/s per stream). The Crystal Dragon sequence in the (e) main and (f) secondary video streams (624 kb/s per
stream).

by the block arrow in Fig. 6. The images captured at the same
time instant as the I-pictures in a main stream constitute an
I-field. Similarly, we define the P- and B-fields as the images
containing, respectively, the P- and B-pictures of the main video
stream. Pictures from the secondary stream in the I-field are
encoded using spatial prediction from the reference I-picture
in the I-field. It is because adjacent images appear to be shifted
relative to each other, similar to the effect of linear motion in
video coding. Pictures from the secondary stream in a P-field
are predicted using spatial prediction from adjacent P-pictures
in the main stream, and the forward motion compensation from
the reference I- or P-fields in the same secondary stream. Pic-
tures from the secondary stream in B-field are predicted using
spatial prediction from adjacent B-picture in the main stream,

and the forward/backward motion compensation from nearby
reference I- and/or P-fields in the same secondary stream.

For simplicity, we have only included one main stream in
each GOF. More sophisticated disparity compensation schemes
such as bi-directional prediction with multiple main streams can
be incorporated in a single GOF or successive group of blocks
(GOBs). Our scheme can also be generalized to 2-D GOFs in
the compression of 5D dynamic light fields, with main streams
distributed on certain points in the 2-D array, instead of a 1-D
array considered here. In order to maintain a more uniform re-
construction quality among the plenoptic videos, we allocate a
higher bit rate to the main streams than the secondary streams
because the I-pictures in the main streams usually require con-
siderably more bits than P- and B-pictures. Furthermore, the rate
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TABLE II
NUMBER OF MACROBLOCKS USED FOR DIFFERENT TYPES

(THE SYNTHETIC BALL SEQUENCE)

control algorithm of the MPEG-2 Test Model 5 is used to pre-
vent buffer overflow and underflow problems, although other
more sophisticated rate control algorithms can also be applied.
To address the random access problem, pointers are embedded
into the compressed data stream as in [15] and [16]. During ren-
dering, the required macroblocks will be selectively decoded
from the compressed data streams. This adds to the overhead
in the compressed data streams.

C. Experimental Results

The proposed compression algorithm is evaluated using
the Glass Music Box, the Crystal Dragon, and the synthetic
sequence Ball. The Glass Music Box and Crystal Dragon
plenoptic videos consist of 8 1 24-bit RGB videos with
720 480 pixels. Coding results for different numbers of video
streams in a GOF are investigated, and they are plotted in
Fig. 7. For SP3, we have three video streams in the GOF as
illustrated previously in Fig. 6. For SP5 and SP7, we have five
and seven video streams, respectively. As a comparison, we
also compressed all the video streams of the synthetic and real
plenoptic videos by the MPEG-2 algorithm independently. It
can be seen that the proposed algorithm using both temporal
and disparity compensation shows significant improvement
over the independent coding scheme. This shows that there is
a significant amount of spatial redundancy among the video
sequences. When the number of video streams in the GOF, and
hence the number of secondary streams, is increased, the peak
signal-to-noise ratio (PSNR) improves because less I-pictures
are coded and better disparity prediction is obtained in the
plenoptic video. However, the difference between SP5 and SP7
is small because disparity compensation will be less effective
when video streams are far apart. Fig. 8 shows several typical
reconstructed images. They show good quality of reconstruc-
tion at: 194 kb/s per stream [0.105 bits per pixel per frame
(bpp/f)] for the synthetic Ball sequence; 583 kb/s per stream
for the Glass Music Box sequence (0.070 bpp/f) and 624 kb/s
per stream for the Crystal Dragon sequence (0.075 bpp/f).

In order to study the performance of spatial prediction, we
show in Table II the number of macroblocks using different

prediction types. At a bit rate of 1.78M b/s per stream, sec-
ondary video streams which are closest to the main video
streams have 35.2% of their macroblocks predicted
by disparity compensation prediction. When the distance
from the main stream increases, the prediction is increasingly
difficult and fewer macroblocks are predicted spatially. This
situation might be improved by using bi-directional disparity
compensation prediction. The rate drops to 29.4% when the
distance is increased to 3. Furthermore, it is noted that this
percentage depends on the target bit rate. For example, when
we decrease the bit rate, more macroblocks (up to 50%) will
employ spatial prediction.

VI. RENDERING

There are several major consideratons and challenges in the
real-time rendering of plenoptic videos. Due to the difficulties
in controlling the positions of the image sensors inside the cam-
eras, the optical centers of the cameras do not usually lie on a
straight line or even on the same plane. This problem is less se-
rious in capturing static light fields where the relative positions
of the camera can be accurately controlled. Fortunately, the rel-
ative positions of the cameras can still be recovered from the
camera calibration described in Section IV-B. Since the coordi-
nates calculated do not lie on a straight line, unstructured lumi-
grah rendering as proposed in [35] has to be used. In our exper-
iments, we found that the geometric distortion and the rotation
of the cameras could be satisfactorily compensated, partially be-
cause of the manual adjustment of the cameras prior to the cap-
turing. The second problem concerns the artifacts encountered
due to the incorrect depth estimation. For the Glass Music Box
and Crystal Dragon sequences, the depth variation is relatively
small and according to the plenotpic sampling analysis [23], the
rendering artifacts will be small as long as the focus plane is
chosen as the mean depth of the scene. For more complicated
scenes, more geometry information would be required. The final
problem is the real-time rendering of the plenoptic video. If the
plenoptic video is decoded into raw images and stored on a hard
disk, real-time rendering can readily be achieved. However, the
memory requirement is very large and the playback time is lim-
ited. If the plenoptic video is rendered from the compressed bit
stream, then even with the use of selective decoding the com-
putational requirement for the decoding and rendering is very
large. The basic idea of selective transmission/rendering is to
decode in parallel the multiple streams of the videos in a net-
work of computers, and transmit those pixels required to the
rendering machine over the network, possibly with simple com-
pression. This offloads the rendering machine at the expense of
longer user response time. However, we believe that selective
transmission is essential to the distribution of plenoptic video in
future applications.

A. Experimental Results

Using selective transmission, we are able to stream continu-
ously plenoptic video with (256 256) resolution at a rate of
15 f/s over the network. Due to network delay, there is a slight
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Fig. 9. Renderings from the real-time plenoptic video render. (a)-(b) Three virtual views at two different time instants for the Glass Music Box and the Crystal
Dragon sequences, respectively. (c) Two virtual views at two different time instants for the Train sequence (pictures at the same row are views rendered at the same
time instant).

delay in the user response. The frame rate and the resolution
can be increased if the raw data stream is compressed by simple
coding method such as vector quantization. For rendering from
raw data on the hard disk, real-time rendering can be achieved
with a resolution of (720 480) and a rate of 15 f/s. Fig. 9 shows
several virtual views rendered from the Glass Music Box, the
Crystal Dragon and the Train plenoptic videos.4 It can be seen
that the lighting changes and reflective properties of the glass
and lead crystal are well captured. The Train sequence demon-
strates that scenes with more complicated details, occlusion, and
moving objects (the toy train in the middle) can be rendered with
reasonably good quality. It was found that slight artifacts, in the
form of ghosting and blurring, are still present in some of the
rendered images, because of the difficulty in determining ex-
actly the camera positions and inaccurate depth values. It was
also found that the artifacts are less noticable if the objects are
farther away from the camera planes because of the reduced res-
olution of the images as well as the reduced sensitivity of the

4Note the good color quality of the sequences because of the use of CCD
sensors.

image pixels to the errors due to camera calibration and depth
values.

VII. CONCLUSION AND FUTURE WORK

We have presented a novel system for capturing, compres-
sion and rendering of SDLF, called the plenoptic videos. By ap-
propriate system design, we have demonstrated that dynamic
image-based representations of high dimensionality can be cap-
tured and processed using off-the-shelf components and readily
available equipment. Methods for calibrating multiple cameras
and compressing video data in the plenoptic video system were
also developed. This provides much insight and experience into
the development of and experimentation with other dynamic
IBR capturing systems. To handle more complicated scenes and
achieve a better quality, depth information/correction in form of
dense depth map [36] or image layers with constant depth as in
the pop-up light field [37] can be incorporated. Finally, we hope
the experience and findings in this work will facilitate further
development and widespread use of dynamic image-based rep-
resentations as an efficient means for visualization, especially
for 3-D immersive TV systems.
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