66 IEEE TRANSACTIONS ON CIRCUITS AND SYSTEMS—II: EXPRESS BRIEFS , VOL. 52, NO. 2, FEBRUARY 2005

The Design of Digital All-Pass Filters Using
Second-Order Cone Programming (SOCP)

S. C. Chan, H. H. Chen, and Carson K. S. Pun

Abstract—This brief proposes a new method for designing dig-
ital all-pass filters with a minimax design criterion using second-
order cone programming (SOCP). Unlike other all-pass filter de-
sign methods, additional linear constraints can be readily incor-
porated. The overall design problem can be solved through a se-
ries of linear programming subproblems and the bisection search
algorithm. The convergence of the algorithm is guaranteed. Non-
linear constraints such as the pole radius constraint of the filters
can be formulated as additional SOCP constraints using Rouche’s
theorem. It was found that the pole radius constraint allows an
additional tradeoff between the approximation error and the sta-
bility margin. The effectiveness of the proposed method is demon-
strated by several design examples and comparison with conven-
tional methods.

Index Terms—All-pass digital filter, bisection, Rouche’s the-
orem, second-order cone programming (SOCP).

I. INTRODUCTION

IGITAL all-pass filters are useful in many applications
D such as digital communications, phase equalization,
implementation of digital and multirate filters, etc. [1], due
to their low implementation complexity and good numerical
property. These attractive properties have motivated con-
siderable research into the design of digital all-pass filters
[21[31[4]1[51[6][71[8],, which includes the weighted least-square
designs in [3], [5], [6] and the minimax designs in [2], [4], [7],
and [8].

In this brief, we propose a new method for designing
causal-stable digital all-pass filters with a minimax design cri-
terion using second-order cone programming (SOCP)! SOCP
is a special case of semidefinite programming (SDP) and it can
be written as follows:

. T
min b ,

. T .
subjectto  d; £ + q; > ||Aiz + ¢il|2, i1=1,...,N
where £ € R™ is the variable, b;,d; € R™,¢; € R™, q; €
R are constant vectors, and A; € R™*™ are constant ma-
trices. Like SDP, SOCP is a convex programming problem and
the global optimal solution is guaranteed, if it exists. Interested

readers are referred to [10], [11], [16], [17], [19], [20], [21] for
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IThe design problem can also be solved with SDP [22], which might offer
more flexibility in imposing additional nonlinear constraints but requiring a
longer running time.

the design of finite-impulse response (FIR) and infinite-impulse
response (IIR) filters using SDP and SOCP. Using the property
of all-pass filters, we show that the minimax design problem
of an all-pass filter can be cast as a quasi-convex constrained
optimization problem and it can be solved through a series of
LP subproblems and the bisection search algorithm. In addi-
tion, linear and possible convex quadratic constraints such as
pole radius constraints can be readily incorporated as SOCP or
in general SDP constraints. The effectiveness and flexibility of
the proposed method are demonstrated by several design exam-
ples. It should be noted that if the magnitude response alone
is of interest, then it is possible to formulate the IIR filter de-
sign problem as a SDP problem [19]. However, the filters so
obtained might suffer from undesirable phase distortion. The
phase-responses of all-pass-based filters, however, are approx-
imately linear in the passbands. The brief is organized as fol-
lows. In Section II, a brief introduction to digital all-pass filters
is given. Section III is devoted to the proposed SOCP design
method. In Section IV, a design example and a detail compar-
ison with other design techniques are given. Finally, conclusions
are drawn in Section V.

II. DIGITAL ALL-PASS FILTERS

The transfer function of an [NVth-order digital all-pass filter is

_N er:;o(arn — jain)zn
Eg:o(arn + jain)z_n

HN(Z) =z (21)
where a,,, and a;,, are, respectively, the real and imaginary parts
of the complex-valued filter coefficients a,,. Substituting z =

elw into (2.1), one gets the frequency response of H ~N(z) as
Hy(ed¥) = €%, where

f(w) = — Nw+ 2¢4(w)
N L)) — YN olarm - sin(nw) — a;n cos(nw)]
tan(¢a(w)) = YN [arm - cos(nw) + ai, sin(nw)]’

To approximate a certain desired phase response 0(w) = 6,4(w),
we need to express the phase error f.(w) = 0O(w) —
f4(w) in terms of the filter coefficients as e/¥(“) =
YN jakel®n @) /NN g,e7®n (@) where @, (w)
nw — (Nw + 04(w))/2. Therefore, we have

an fe(w) _ al - s(w) —al - c(w)
w () = e Y
where
ag = [ago ap1 agn ", 0 =r,i.
c(w) = [cos(Po(w)) cos(P1(w)) cos(Pn(w)) ]T
s(w) = [sin(Pp(w)) sin(Pq(w)) Sin((PN(w))]T
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III. PROPOSED DESIGN METHOD
A. Minimax Error Criterion

If the all-pass filter is used to approximate a desired phase
response over a set of disjoint intervals w € Q C [—7,7]
in a weighted minimax error criterion, then the phase response
error is to be bounded by a positive quantity A. Since the tan-
gent function is monotonic in the interval [0, 7/2], the value of

tan(f.(w)/2) is bounded above and below by [—§, 6], where
tan(A/2) = 8. The design problem at hand is then given by
min 4
a
al - s(w) —al - c(w)
bjectto —6< W - ; <6 (3.1

subject to e @) Tal aw) <0 O

forw € Q C [—=, 7], where a = [a?j,aﬂ and W(w) is a

positive weighting function. If the denominator is positive, (3.1)
becomes

main 0
subjectto  — ¢ [a) - e(w) + af - s(w)]
<W(w) [a] - s(w) —a] - e(w)]
<6 [a) - e(w) +af - s(w)] (3.2)

forw € Q C [—m, «]. This is possible because the denominator
of (3.1) cannot change sign over the interested frequency band,
otherwise, the ripple 6 would become co at some frequency. So
the denominator is either of positive or negative sign. It can be
shown that both cases give the same solution [16]. Thus, we
only need to consider the case with positive denominator in
(3.1). The importance of this result is that we can transit from
(3.1) to (3.2), which is linear in ¢ and a, without squaring both
sides of the inequality. Otherwise, squaring (3.1) will yield a
quadratic inequality in § and a, which cannot be cast directly as
a LP (or a SDP). Like the design of approximate linear-phase
IIR filters, relaxation technique [10] has to be used and there
is no guarantee of optimality. Equation (3.2) is not yet a LP
problem because the constraints are bilinear function of ¢ and
a (a = [a?j, a,,iT] T). To this end, we assume that the ripple 0 is
fixed and given at each iteration. Then, we solve the following
optimization problem after discretizing the frequency variable

w, in the band of interest €2, into K points, wy fork =1,... K
min ¢
mmba
subject to &+ v5 (wr) - @, + v} (wr) -a; >0

e+ 'v,TQ(wk) -a, —l—vg(wk) -a; >0 (3.3)

where
vr1(wi) = [0 - c(wi) + W(wi) - s(wi)]
vi1(wi) = [0 - s(wr) — W(ws) - e(wr)]
veo(wi) = [6 - c(wr) — W(we) - s(wy)]
vio(wr) = [6 - s(wk) + W(wi) - e(wr)], k=1,....K

and ¢ is a fictitious optimization variable introduced to deter-
mine whether the given ripple 6 can be achieved by the all-pass
filter to be designed. If ¢ < 0, then, the given ripple can be
achieved by the all-pass filter. Otherwise, the ripple is too small
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and it needs to be increased. To determine the minimum ripple
of the all-pass filter when approximating the given specifica-
tion, we combine the LP formulation in (3.3) with a bisection
method, which will be explained in detail in Section III-B. The
convergence of this algorithm is guaranteed. Further, linear and
other SOCP constraints such as flatness at certain frequency can
also be imposed, as we shall see in the design examples.

B. Imposing Stability Constraints

Our formulation is a modification of the method in [9] in that
we first solve the problem in (3.3). If the given pole radius con-
straint is satisfied, then the solution obtained is the desired result
for the given ripple. If not, the radii of those poles exceeding the
prescribed pole radius will be reduced to obtain a feasible ini-
tial solution, and the procedure will be repeated. The following
Rouche’s theorem, which will be formulated as a set of SOCP
constraints in the sequel, will then be invoked together with (3.3)
to obtain a feasible solution. If f(z) and g(z) are analytic inside
and on a closed contour C, and if |g(z)| < |f(2)| on C, then
f(2) and f(z) + g(z) have the same number of zeros inside C.
In our problem, we set f(z) and g(z) as

g(z) = 2NAD(2),  f(2) = 2N A (2)

where A9 (2) = ap+a1z t+---+anz"" is the denominator
of the all-pass filter obtained at the ith iteration and A(*)(2) =
Aog+A1z7 4 -+ Anz~V is the incremental polynomial. The
denominator at (7 + 1)th iteration is thus A+t = 4@ 4 A,
It can be seen that f(z) and g(z) are analytic inside and on
{C, : |z| = p < 1}. Invoking Rouche’s theorem, it follows
that f(z)+ g(z) and f(z) have the same number of zeros inside
C, if |g(z)] < |f(2)]. |2| = p. Therefore, by enforcing this
constraint, A(+1)(z) and A®(z) will have the same numbers
of zeros inside C,,. In other words, if A®)(z) has all its roots
inside C), so is A(”'l)( ). This allows us to impose the desired
pole radlus constraint. |g(z)| < |f(2)| can also be written in

)(z) and AW (2) as

terms of A

3.4)

|A(i)(z)| < |A(i)(z)|7 onC,:|z|=p<1 (3.5)

If the initial polynomial A(®)(z) is chosen with all its zeros
inside C,, then, with constraint (3.5), all subsequent polyno-
mials A(l)( ), i =1,2,..., will have their zeros inside C,,. To
formulate (3.5) as SOCP constraints, we substitute z = e¢?* for

—7 < w < 7 and rewrite it as

N
< E anp—ne—jnw ,
n=0

[B2(w) + B (w)]

—ne—jnw

—m<w<Tex(w) > 1z

(3.6)

x(@) = {[697 () + af s, ()]

+[af07s,(0) oo, )]}
Br(w) :A cp(w) + AiTsp(w)
= Ar sp(w) — A?cp(w)

c,(w)=1[1 pleosw -+ p~

1/2

NcosNw]”
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sp(w)=1[0 p~tsinw p~Nsin Nw]"

)
o) =ald) 4ol
AP =AQ +5-A0

6) i i )17
a;”) = [al) a$) ... )]

i i T
Ay = [af) Ay

Agi])\,] , 0 =r,mi.
Since standard SOCP accepts strict inequalities rather than
“equal and greater” inequalities of the form d,L»Tzl: + ¢ >
[|A;z + ¢;||2, the left-hand side of (3.6) is multiplied by a real
constant « slightly less than 1 (0.98 in our simulation result) to
give the following SOCP problem:

a-x(w) > [|P(w) - A|2, —r<w<m 3.7
where
I CACREA® _ AT ATIT
Pw) = sZT(w) —Zg(w) and A=[A4, A;]".

a,0 < a < 1 also helps to avoid the actual pole radius from
exceeding the desired one, due to discretization of the Rouche
constraints on a grid of frequencies. After discretizing the fre-
quency variable w in the band of interest into L points, w; for
l=1,..., L, we obtain a set of SOCP constraints: « - x(w;) >
|P(wi) - All2, for I = 1,..., L. Finally, the overall design
problem in terms of A and a( is

min ¢
subject to &+ v (wy,) - (agj'/) + Ar)

+ v} (wp) - (agi) + Ai) >0
e+ vl (wy) - (a,1(,i) + A,,)
+ vl (wr) - (agi) + Ai> >0

a - x(wi) = [|[P(w) - A2,
,o..,Kandl=1,... L.

(3.8)

Equation (3.8) is a combination of LP and SOCP problem,
which can be readily solved, say using SeDuMi [18]. Together
with the bisection method, the all-pass filter with the minimum
phase ripple and prescribed maximum pole radius can be
obtained. The procedure is summarized in Table 1. 6y and 6y
are first initialized to some values specified by the user. In step
1, the feasibility of the design problem is first tested by solving
(3.3) with the maximum value of ripple 6. If there is a solution
and the maximum pole radius constraint is not violated, i.e the
design problem is feasible for the given ripple §;, we proceed to
the bisection algorithm to determine the lowest possible ripple.
If there is a solution but the pole radius constraints is violated,
then the radii of those poles exceeding the prescribed pole
radius will be reduced to obtain a feasible initial solution and
(3.8) will be invoked with the pole radius constraints specified
in (3.7). If there is a solution, we proceed to the bisection algo-
rithm, otherwise, no solution is said to be found. Note, because
the imposed constraint in (3.8) is only a sufficient condition, the
solution obtained is no longer the global optimal solution as in
(3.3). This is the reason why (3.3) is used whenever possible in
Table I to avoid the inherent limitation of this constraint. In step
2, a similar process is repeated until |67, — 6y | is smaller than a
given tolerance. The ripple is set to § = (6, + 617)/2 and (3.3)

TABLE 1
SUMMARY OF PROPOSED DESIGN METHOD*

Initialization: 8, :=0, 8, :=8,,,, P =P
1. Solve (3-3) with ripple 3, .
If infeasible, no good solution is found.
If the maximum pole radius is greater than p
{Replace the radius of those poles by p - p,0 < pu <1, if it is larger than p.
Solve (3-8) with ripple §,, .
If infeasible, no good solution is found.}
2.If [1-(8, /8,) < tolerance , report the most recent solution.
Else
{8« @,+8,)/2;
Solve (3-3) with ripple 8 ;
If € <0 and the maximum pole radius is greater than p
{Solve (3-8) with ripple 5 .}
If the problem is feasible with ripple &
{8, ¢38
Else
{8,¢8 .};
goto 2.
}.

*The constant # = 0.97 is used to change the poles back to inside but not
on the stability contour. the term “feasible” means that the design problem can
be solved with the given ripple ¢ and pole radius constraint.

is solved for e. If the solution of ¢ is greater than zero, then the
given ripple ¢ is too small (infeasible) and it will be set to the
new lowerbound, i.e., 67, = 6. On the other hand, if ¢ < 0, the
maximum pole radius constraint will be tested and (3.8) will
be invoked with the given ripple, if the constraint is violated.
If the design problem is feasible for the given ripple, the upper
bound will be reduced to 6;; = 6. Otherwise, the lowerbound
will be increased to 67, = §. Since the difference between the
two bounds of the ripples is reduced by half at each iteration,
the minimum achievable ripple and the filter coefficients will
be found eventually when this difference goes to zero. Thus,
the convergence of the algorithm is also guaranteed.

IV. DESIGN EXAMPLES

We now present an example of half-band filters (HBFs) with
the pole radius constraint. All the SOCP problems were solved
by the SeDuMi Toolbox. For comparison purposes, some other
examples are summarized in Table II are chosen from conven-
tional design methods previously reported in [2], [4], [13], [14].
The « in (3.7) is chosen as 0.98.

The transfer function of the HBF is given by H(z) =
(1/2)(z72N + 27'B(2?)), where ((z) is an all-pass
digital filter. The desired response of ((z) is given by
Ba(e??) = e IWN=09)w ¢ [0,2w,], where w, is the
passband cutoff frequency of the HBF. The order /N and the
cutoff frequency of the all-pass filter are, respectively, set to
8 and w, = 0.4w. This is identical to [2, Ex. 2]. The number
of points K in the interested bands and the number of points
L on the stability contour are set to 200. The optimization
procedure needs 23 iterations and 24 seconds in a Pentium4
1.8-GHz computer. The tolerance of the ripple 6 is set to 0.001.
The maximum pole radius p is set to three different values:
0.98, 0.8 and 0.78 to study their effects on the frequency
characteristics. Fig. 1(a) shows the frequency responses of
the three HFBs so obtained. The stopband attenuations are,
respectively, 72.47, 66.94, and 60.16 dB for p = 0.98, 0.8,
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TABLE II
COMPARISON OF VARIOUS ALGORITHMS *
Approach Q,/n Q /n Pe Prmax 6, (dB) A4, (dB) Phase error SOC® | INIT*
0.98 0.81 2.54x107 72.47 1.5x107 7
Half-band filter soce 080 | 080 | 878x107 | 6694 | 30x10%x | Yes | No
(Design [0,0.4] [0.6,1] 078 | 0.78 | 4.18x10° 60.16 6.1x10°7
Example) i ")
Remez [2] N/A N/A N/A 72.5 5x107 rad* No Yes
eigen-filter [3] N/A N/A N/A 71.2 6x107 rad* No Yes
[0.45,0.75]
socp [0,04] (40dB at N/A N/A 2x10™ 64.35 8x10™ 7w Yes No
[081] [Ob:;1 ?)55]
.45,0. / & '
AP-based Remez-type [13] [0.7.0.75) N/A N/A 4.34x10 60 N/A No Yes
multiband filter
"
SOCP (0031 [0.35,0.6], N/A N/A 0.2 60.41 I9x107 7w Yes No
[0.65,0.75] (0811
Remez-type [13] N/A N/A 0.2 60 N/A No Yes
Approximately " " -3
linear phase IR SOCP 0.04] [06.1] 0.98 0.78 9.15x10 36.76 74x10% 7 Yes No
complimentary - o - -
filter Eigenvalue[4] N/A N/A N/A 36.7* 74x107x* No Yes
All-pass filters SoCP 098 | 081 N/A N/A 0.1013rad Yes No
with Complex-
valued Remez-exchange (0.2 /A
coefficients 4] NA | NA N/A N/A 0.1013rad No | Yes
SOCP 0.98 0.85 9.4x107° 37.81 5x107 rad Yes No
TIR filter pairs y [0,2] [0.4,1]
Remez[fj]cha"ge NA | NA N/A 37.8* N/A No Yes
SOCP 0.98 | 0.78 5x107° 59 4x107 rad Yes No
QMF Remez-exchange [0,0.4] [0.6,1]
[14] NA | NA N/A 59% 4x10~ rad* | No Yes

*(, and 2, denote passband(s) and stopband(s) of filters, p. is radius of contour C, p,,.x is maximum pole radius of filter, 4, and A, are, respectively,
passband ripple and stopband attenuation of filters. @: SOC means imposing additional SOCP constraints and INIT means whether initial guess for initial extremal
frequencies is required. N/ A means that result is either not available or not applicable, * means that results are gauged from figures in corresponding references
because they are not given explicitly, # indicates that results for flatness constraints are not shown here for sake of presentation, please refer to [23] for details.
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Fig. 1. Design results. (a) Magnitude response. The smaller figure is the passband responses. (b) Group delay. (c) Pole—zero plots of p = 0.98 and p = 0.78.
The crosses and circles are, respectively, the poles and zeros of the filter with p = 0.78. (d) Frequency response for different values of V.

and 0.78. It can be seen that there is a tradeoff between the
stability margin and the amount of stopband attenuation: the
smaller the maximum pole radius (larger stability margin), the
smaller the stopband attenuation. A similar situation occurs in

the passband and group-delay responses as shown in Fig. 1(a)
and (b). It can be seen that the all-pass-based HBF has an
approximate linear phase response in the passband. Fig. 1(c)
shows the pole-zero plots of the two filters with maximal pole
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radii set to 0.98 and 0.78 (The pole—zero plot for the filter with
maximum pole radius set to 0.8 is omitted here due to page
limitation). The resulting maximum pole radii are 0.81, 0.8,
and 0.78, respectively. All of them satisfy the prescribed pole
radius constraints, showing the effectiveness of the constraints
imposed by (3.7). The best performance (72.47-dB attenuation)
is obtained with a pole constraint of 0.98, and the resulting
maximum pole radius is 0.81. This is very close to 72.5 dB that
was reported to be the optimal solution in [2]. The stopband
attenuation obtained by the eigen-filter approach is 71.2 dB
[3]. The design results suggest that the optimal all-pass filter
has a maximum pole radius of around 0.81. Therefore, when p
is chosen as 0.98, the pole constraint does not have any effect
visually on the stopband attenuation. On the other hand, if the
pole constraint is smaller than 0.81, the ripple will be increased
to meet the smaller prescribed pole radius constraint. All-pass
filters with different order N were also designed for the same
specification of cutoff frequencies with stability constraint only,
and the resulting stopband attenuation is plotted in Fig. 1(d). It
can be seen that the difference in stopband attenuation between
successive values of N is rather large. Therefore, the stopband
attenuation can be traded for better stability margin.

To impose a prescribed flatness, say 2rg + 1 zeros at w = T,
its coefficients should satisfy: Zi\f:o{an (1—4n)?~1} = 0 for
1=1,2,...,7r9.Design results, not shown here due to page lim-
itation, show that the desired number of zeros can be imposed
on the HBF. This problem was not addressed in traditional de-
sign techniques [2]-[8], [13], [14].

We summarize all the results in this brief and some other re-
lated examples in Table II. It is noted that the proposed method
can also be applied to all-pass—based multiband filters [13], all-
pass filters with complex-valued coefficients, and noninteger
delay IIR filter pair by connecting two all-pass filters in par-
allel . For comparison purpose, we designed a noninteger delay
IIR filter pair with the same specification in [4]. The orders of
the all-pass filters are 11 and 10, respectively. The design re-
sults are almost identical to those reported in [4], but no initial
values of the extremal frequency points are required and a pre-
scribed magnitude flatness can be incorporated. Significant im-
provements are also observed in the all-pass-based multiband
filters. Design examples on several all-pass filters with com-
plex-valued coefficients were also listed in Table II. These ex-
amples also suggest that both our algorithm and the methods
in [14] and [4] can find the optimal unconstrained minimax so-
lution. Again, our method has the freedom of imposing linear
and nonlinear SOCP constraints and it is unnecessary to specify
the initial extremal frequencies. Interested readers are referred
to [16] for more information.

V. CONCLUSION

A new method for designing digital all-pass filters with a
minimax design criterion using LP is presented. Unlike other
all-pass filter design methods, additional linear constraints can
be readily incorporated. The convergence of the algorithm is
guaranteed. Nonlinear constraints such as the pole radius con-
straint and hence the stability margin of the filters can be formu-
lated as additional SOCP constraints using Rouche’s theorem.

The effectiveness of the proposed method is demonstrated by
several design examples.
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