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Abstract. In modern traffic surveillance, computer vision methods have
often been employed to detect vehicles of interest because of the rich
information content contained in an image. Segmentation of moving ve-
hicles using image processing and analysis algorithms has been an im-
portant research topic in the past decade. However, segmentation re-
sults are strongly affected by two issues: moving cast shadows and
reflective regions, both of which reduce accuracy and require postpro-
cessing to alleviate the degradation. We propose an efficient and highly
accurate texture-based method for extracting the boundary of vehicles
from the stationary background that is free from the effect of moving cast
shadows and reflective regions. The segmentation method utilizes the
differences in textural property between the road, vehicle cast shadow,
reflection on the vehicle, and the vehicle itself, rather than just the inten-
sity differences between them. By further combining the luminance and
chrominance properties into an OR map, a number of foreground vehicle
masks are constructed through a series of morphological operations,
where each mask describes the outline of a moving vehicle. The pro-
posed method has been tested on real-world traffic image sequences
and achieved an average error rate of 3.44% for 50 tested vehicle im-
ages. © 2004 Society of Photo-Optical Instrumentation Engineers.
[DOI: 10.1117/1.1645849]

Subject terms: vehicle segmentation; shadow detection; texture analysis; visual
traffic surveillance; intelligent transportation systems.

Paper 030267 received Jun. 6, 2003; revised manuscript received Oct. 9, 2003;
accepted for publication Oct. 10, 2003.
ica-
elli-
g

m-
ec-
ith
a

hu-
in-
ail-
h
lso
h
tha
an
s i
ich
ffic

atio
ua

in-
me
ely
of

i-
for-
ack
ired
d, or
re
be-
ems
are

act-
ec-

ver,
pe-
in

ally
f
r-
.
to
ed.
ion
we
is
as-

sig-
e

1 Introduction

With the rapid advancement of computer and commun
tion technologies, the research and development of int
gent transportation systems~ITS! methods are becomin
more and more ambitious and substantial.1 Among the
many facets of ITS, visual traffic surveillance plays an i
portant role in traffic survey, data capturing, incident det
tion, and safety management in general. Comparing it w
traditional detection technologies, it is able to convey
comprehensive content of information that is easy for
man interpretation. Such information can, of course, be
terpreted by machines if appropriate algorithms are av
able. The ability to interpret visual information wit
computers not only improves operation efficiency, but a
the overall ‘‘intelligence’’ of the ITS. For this reason, muc
research effort has been directed to finding methods
can automatically analyze and interpret the content of
image or image sequence. To do that, features of vehicle
an image must first be extracted or segmented, from wh
mean speed, flow rate, and incidents, among other tra
parameters, are determined. As such, vehicle segment
has always been one of the major components of vis
traffic surveillance.2–11

Segmentation algorithms that extract the vehicle of
terest from an image background in a single-image fra
or an image sequence have recently been activ
pursued.2,7,9,10In many of these algorithms, the detection
Opt. Eng. 43(3) 591–603 (March 2004) 0091-3286/2004/$15.00
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vehicles is mainly based on their motion property, lum
nance, chrominance, edges, and/or corner features. Un
tunately, these approaches suffer from the major drawb
that when they are applied to outdoor scenes, undes
natural phenomena such as cast shadows on the roa
reflection on the usually shiny vehicle exterior, interfe
with the desired features. As a result, segmentation
comes inaccurate. This also creates a series of probl
associated with pseudo-occlusion if the cast shadows
not detected and eliminated. To be more accurate in extr
ing vehicle~s! from a given scene, numerous shadow det
tion methods have been proposed,9,10,12–15most of which
are based on features such as intensity and color. Howe
they all experienced a number of limitations, such as s
cific weather conditions, that make them ineffective
practical outdoor environments.

On the other hand, texture analysis can be potenti
effective in solving the problem. A proof of the role o
textural information in outdoor object recognition was pe
formed by comparing classification correctness16

Haralick16 showed that if textural information was used
classify an outdoor object, 99% accuracy was achiev
Conversely, spectral information-based classificat
achieved only 74% accuracy. Therefore, in this research
propose a very accurate and effective algorithm that
based on texture analysis for segmenting vehicles. We
sume that the textural features of moving vehicles are
nificantly different from the background. However, th
591© 2004 Society of Photo-Optical Instrumentation Engineers
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Lam, Pang, and Yung: Highly accurate texture-based vehicle . . .
studies of texture analysis of road conditions and vehic
are limited.17 For that reason, a literature review of vehic
segmentation is given in the next section, and the anal
of the problem of using a texture analysis technique
briefly described in Sec. 3. Following that, the propos
methodology is presented in Sec. 4. Simulation results
discussion are given in Sec. 5. Finally, conclusions
drawn in Sec. 6.

2 Related Works

Due to the importance of vehicle segmentation, numer
extraction methods have been proposed in the past2–11

Their main purpose is to remotely acquire traffic ima
sequences from roadside surveillance cameras and inte
them into traffic parameters and vehicle behavior by a
lyzing the image sequences. Among them, background
traction is a common approach in extracting moving v
hicles from a stationary reference background that
estimated over a number of image frames. However, m
of these approaches suffer from a major drawback. In o
door daylight scenes, shadows cast by moving vehicles
often detected as part of the vehicles, since shadows m
in accordance with the movement of the vehicle. Moreov
a vehicle exterior is normally reflective, which may refle
images of nearby objects, and change the homogeneit
vehicle regions. When the detected vehicles contain sh
ows and/or reflective regions, large errors may result in
computation of their shape, speed, and other parame
This also creates a multitude of problems associated w
occlusion.

Although numerous shadow detection methods h
been proposed,9,10,12–15some of them are limited to indoo
environment only, while for those that can be used outdo
environment information is usually required. Basical
these methods can be classified into two major catego
single-frame approach and the reference-frame approa

2.1 Single-Frame Approach

The single-frame approach only utilizes the informati
within a single-image frame. Traditionally, vehicle segme
tation algorithms have been mostly developed from
single frame concept.13,14 As there are limited visual char
acteristics that can be extracted from a single-input fra
authors tend to make stricter assumptions as such.

Funka-Lea and Bajcsy13 presented an active shadow re
ognition method by combining color and geometric prop
ties of the image. They suggested a number of cues
together point toward the identification of a shadow. One
the cues is that the intensity, hue, and saturation chan
due to shadows tend to be predicable. Therefore, an im
can be segmented by color image segmentation meth
that recover single material surfaces as single image
gions, regardless of whether the surface is partially
shadow. The penumbra and umbra of shadows are the
covered based on the illumination. To recover the geom
ric property of the scene, such as the location of the li
sources, an extendable probe is used to actively ob
shadows in the scene. Both outdoor and indoor scenes
been tested, and shadows have been reasonably dete
However, due to the use of the linear color cluster assu
tion, their method is limited to a relatively simple scen
592 Optical Engineering, Vol. 43 No. 3, March 2004
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Additionally, the umbra and penumbra properties
shadow are hardly maintained in a complex outdoor sce

Salvador, Cavallaro, and Ebrahimi14 presented a method
that is based on the use of invariant color models to iden
and classify shadows in color images. The candid
shadow regions are first extracted by searching the e
map in the dark regions of the image. After color conv
sion to the invariant color model, the candidate shad
pixels are classified as self shadow points or as cast sha
points based on the detected color edge of the image.
method has been applied to a number of indoor scenes
one or two simple objects and one light source. From th
results, shadows have been correctly identified and cla
fied. Similarly to other single frame approach methods,
application of their method is restricted by assumptions t
shadows are cast on a flat and nontextured surface, ob
are uniformly colored, and a single light source illuminat
the scene. Of course, none of these are valid in outd
scenes.

2.2 Reference-Frame Approach

Essentially, the reference-frame approach7,9,15 is a simple
and efficient approach. This approach utilizes a numbe
previous frames to estimate a reference frame for comp
son with the current image frame, which is suitable f
detecting cast shadows that are associated with moving
jects captured by a static camera.

Fung et al.7 proposed a methodology to detect movin
vehicles by eliminating the vehicles’ cast shadows and
tionary background in an image sequence. In principle,
input image is subtracted from the background image in
luminance, chrominance, and gradient density domains.
mapping through various shadow score functions, th
shadow scores in different domains are combined
transformed into the overall shadow confidence sco
which provides an indication of the likelihood of the pixe
belonging to the cast shadow region. In this segmenta
algorithm, the edge pixels that belong to the vehicle
obtained through a threshold filtering by their shadow co
fidence scores. The convex hull of these vehicle edge
then calculated and is used to define the vehicle ma
whereas the remaining pixels become the shadow reg
Although it works well with many different outdoor scene
this method does not preserve the concavity of the vehi
and higher segmentation accuracy is only achievable
vehicles with lighter color and larger dimension: otherwi
the error rate rapidly increases.

Mikic et al.9 presented an algorithm that statistical
classifies pixels into shadow, object, and backgrou
classes. In their approach, the color response of the cam
is statistically predetermined as a background ver
shadowed-color-component diagonal matrix. Based on
givena priori probabilities of the pixel belonging to differ
ent classes, each pixel is classified by maximizing thea
posteriori probability of the class membership. A spati
smoothing filter is imposed for postprocessing the no
shadow detection results computed by the previous st
Their algorithm has been successfully tested on a tra
scene with long shadows. However, computation of the
agonal matrix is highly dependent on the camera settin
and may lead to performance degradation if there
changes in scene conditions.
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Stauder, Mech, and Osterman,15 proposed a detection
method for ideal indoor cast shadow. Their algorithm wo
well under the assumptions that there is a flat backgro
and the light source is of nonnegligible size and intens
According to their simulation results on three test s
quences, their algorithm is able to detect single or multi
moving cast shadows in indoor video sequences with s
lights and cast shadows on the background. If the shad
are weak, their algorithm may fail due to the assumption
penumbra and umbra properties of shadow, which does
hold anymore.

2.3 Summary

The reference-frame approach utilizes multiple previo
frames to determine estimation over the temporal dom
from which the properties of the regions under shadow
not under shadow can be extracted. Therefore, in m
practical cases, the reference-frame approach achi
higher accuracy and robustness compared to the sin
frame approach. However, most of the current referen
frame approaches only consider a specific aspect of
shadow, and do not fully utilize the spectrum of featur
that may be useful to the eventual classification of veh
and shadow. Therefore, it is our intention to include tho
unique shadow features that we have reviewed, and i
grate them to give a fresh proposal to segment vehicles
eliminate cast shadows in practical outdoor scenes.

3 Problem Analysis

Conventionally, vehicles are extracted based on their
pearance and/or motion from an image or image seque
A common first step in most recently proposed algorith
relies on subtracting a background reference image from
input image.11,18 Subsequently, unwanted regions such
the cast shadow have to be removed by postproces
techniques. To accurately extract vehicles from an ima
we aim to eliminate the cast shadow first.

Broadly, cast shadow can be defined as the darke
region on the background of an image that is due to
foreground objects blocking the light source. The lum
nance values of the cast shadow pixels are normally lo
than similar pixels in the background image. On the ot
hand, chrominance values of the cast shadow pixels
similar to similar pixels in the background image. In add
tion, we observed that the textural feature of a cast sha
is also very similar to similar pixels in the background im
age. In other words, if the textural features of the ba
ground and foreground are substantially different, such
ference is not affected or altered by the cast shadow its
To understand this better, let us consider this textual pr
erty in depth.
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Generally, texture spatial organization is often describ
by the correlation coefficients that evaluate linear spa
relationships between primitives. In an autocorrelati
model, a single pixel is considered a texture primitiv
where primitive tone property is the gray level. If the te
ture primitives are relatively large, the autocorrelation fun
tion value decreases slowly with increasing distance, wh
it decreases rapidly if the texture consists of small prim
tives. If primitives are placed periodically in an image, t
autocorrelation function is also periodic. Texture descr
tion of an image block is commonly calculated using t
following autocorrelation functionR,19

R~u,v !5
~2M11!~2M11!

~2M112u!~2N112v !

3
(m50

2M2u(n50
2N2vp~m,n!p~m1u,n1v !

(m50
2M (n50

2N p2~m,n!

0<u<2M
0<v<2N ,

~1!

whereu, v are the position displacements in them, n direc-
tion, 2M11, 2N11 are the dimensions of the image bloc
p, and p(m,n) represents the intensity value at~m,n!.
Based on the assumption that the image block is periodi
the spatial domain, the autocorrelation functionR can be
determined in the frequency domain from the image pow
spectrum,

R5F21$uFu2%, ~2!

whereF is the Fourier transform. Alternatively, the auto
correlation functionR can be rewritten in the spatial do
main using the following equation,

R~u,v !

5
(m50

2M (n50
2N p~m,n!p@~2M11!mod~m1u!,~2N11!mod~n1v !#

(m50
2M (n50

2N p2~m,n!

0<u<2M
0<v<2N .

~3!

Essentially, the textural relationship between ima
frames can be evaluated by the autocorrelation functionR,
and the autocorrelation differencedR between two image
blocks can be calculated by the square difference of
autocorrelation functionsR to compare their similarities,

dR~u,v !5@Ri~u,v !2Rj~u,v !#2, ~4!
Fig. 1 (a) Image frame f1. (b) Image frame f2. (c) Image frame f3.
593Optical Engineering, Vol. 43 No. 3, March 2004
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Lam, Pang, and Yung: Highly accurate texture-based vehicle . . .
where Ri , Rj are the autocorrelation functionsR of two
different image blocks. As a final point, the texture diffe
encedT between two image blocks can be simply calc
lated by taking the mean square difference of the two
tocorrelation functions, as shown in

dT5
1

~2M11!~2N11! (
u50

2M

(
v50

2N

@Ri~u,v !2Rj~u,v !#2, ~5!

where Ri , Rj are the autocorrelation functionsR of two
different image blocks.

Figure 1 depicts three image framesf 1 , f 2 , and f 3 ,
taken by a static camera where the image blocks A and B
sizeM5N516 denote the same locations across the th
image frames. The texture differencesdT of image block A
and image block B between these frames are summar
in Table 1. The texture differencedT between framef 1 and
frame f 2 for image block A is extremely small, as there
no moving object. The texture differencedT between frame
f 1 and framef 2 for image block B is also relatively low
even though B is inside the cast shadow of a bus in fra
f 2 . On the other hand, in framef 3 , a dark colored vehicle
is at the center of the image, and both image blocks A
B now cover part of the vehicle. The texture differencesdT

for image block A and image block B of framef 3 are dras-
tically different from those of framef 1 and f 2 , even though
the luminance values are lower in image block A of fram
f 3 than image block B of framef 2 . Therefore, our obser
vation is valid that textural features in input images a
only slightly different from those of the corresponding pi
els in the background image, disregarding the lumina
difference.

Table 1 Texture differences dT between frames f1 , f2 , and f3 for
image blocks A and B.

Texture difference dT Image block A Image block B

Frames f1 and f2 2.8931026 1.7231023

Frames f1 and f3 9.27 1.9231022

Frames f2 and f3 9.27 1.0731022
594 Optical Engineering, Vol. 43 No. 3, March 2004
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4 Methodology

4.1 Assumptions

In our segmentation methodology, four assumptions
made with respect to the extraction of vehicles. First,
camera is assumed to be stationary. The background is
sumed to be stationary, too, and contains texture primitiv
such as the road surface. In reality, the background m
appear to be slightly moving when the camera vibrates
its position. Such slight movement is tolerable in our pr
posed method. Second, the light source is assumed t
single and strong, thus illumination difference between
shadow and background is reasonable in intensity. Th
the texture of the road is assumed to be homogenous w
the field of view. Illumination changes due to a moving ca
shadow are smooth. Fourth, same elements have sim
texture across frames, and therefore textural features o
different vehicle components are significantly different.

4.2 Method Overview

Based on these four assumptions, the moving vehicles o
input framef i can be reasonably extracted from the bac
ground, where the background reference framef b is esti-
mated by the scoreboard algorithm.18 Lai and Yung18 adopt
a scoreboard to astutely select from a running mode o
running average algorithm a background reference fra
However, simple subtraction between image sequences
background reference frames contains a large amoun
error due to the shadow. In our proposed extraction al
rithm as depicted in Fig. 2, three likelihood maps,T map,L
map, andC map, are initially computed according to th
differences in texture, luminance, and chrominance
tween the input framef i and background reference fram
f b , respectively. An OR-map is then constructed by p
forming a logical OR operation of the likelihood map
Finally, a foreground mask is refined by performing mo
phological operations. This method has an inherent adv
tage that cast shadow regions are automatically remove
they have the same textural property as the backgrou
The extracted vehicle can be simply generated based on
foreground mask, and the vehicle exterior can be create
subtracting the morphological erosion from the foregrou
mask.
Fig. 2 Overview of proposed vehicle extraction method.
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Fig. 3 Computing the texture difference dT .
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4.3 Details of the Method

The first task of vehicle segmentation is to construct a t
ture likelihood map,T map. In this step, each pixel with it
neighborhood from an input framef i are transformed into
an input image blockpi , as given by,

p~x,y!~m,n!5 f ~x1m2M ,y1n2N!
0<m<2M
0<n<2N , ~6!

and its same neighborhood from a background refere
frame f b are transformed similarly into a background ima
block pb . A T map is constructed according to the textu
differencedT ,

dT~x,y!5
1

~2M11!~2N11! (
u50

2M

(
v50

2N

@R~x,y!,i~u,v !

2R~x,y!,b~u,v !#2 M<x<X2M21
N<y<Y2N21 , ~7!

which is the mean square difference of two autocorrelat
functions R of each input image blockpi with the same
location of background image blockpb , as shown in Fig. 3.
The T map is finally computed by comparing the textu
thresholdtT with the texture difference mapdT ,

T-map~x,y!5H 1 dT~x,y!.tT M<x<X2M21

0 otherwise N<y<Y2N21
. ~8!

The second task is then to construct theL andC maps.
In this step, the color model YCbCr is used to separate
luminance and chrominance components of the imag
There are numerous basic color models.14,20 Kumar, Sen-
gupta, and Lee20 presented a fundamental unbiased study
different color representation such as RGB, HSV, a
YCbCr for detecting foreground objects and their shado
in image sequences. For RGB, all three values are v
sensitive to varying illumination. For HSV, H becomes ve
.

unstable when S is small. For YCbCr, it is widely used, a
the luminance channel Y is clearly separated from
chrominance channels Cb and Cr.

A luminance differencedY between the input framef i

and the background reference framef b is computed accord-
ing to the following equation,

dY~x,y!

5H Yi~x,y!2Yb~x,y! Yi~x,y!2Yb~x,y!.0 M<x<X2M21

0 otherwise N<y<Y2N21
,

~9!

and a chrominance differencedC between input framef i

and background reference framef b is computed according
to the following equation,

dC~x,y!5@Cbi~x,y!2Cbb~x,y!#21@Cri~x,y!

2Crb~x,y!#2 M<x<X2M21
N<y<Y2N21 . ~10!

In our method, we use summation of square difference
the Cb and Cr channels to determine the value. There co
be many other methods to calculate the chrominance dif
ence between two pixels, but summation of square dif
ences is direct and simple for our application.

Both theL andC maps are then calculated by compari
the luminance thresholdtL and chrominance thresholdtC

with the luminance difference mapdY and luminance dif-
ference mapdC , respectively,

L map~x,y!5H 1 dY~x,y!.tY M<x<X2M21

0 otherwise N<y<Y2N21
,

~11!

C map~x,y!5H 1 dC~x,y!.tC M<x<X2M21

0 otherwise N<y<Y2N21
.

~12!
595Optical Engineering, Vol. 43 No. 3, March 2004
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596 Optical Engi
Fig. 4 Illustration of the proposed methodology: (a) input frame fi ; (b) T map; (c) L map; (d) C map;
(e) OR map; (f) morphological opening and closing; (g) contour; and (h) extracted vehicle.
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The OR map is then computed by a basic logical OR
eration of theT, L, andC maps,

OR map~x,y!5T map~x,y!1L map~x,y!

1C map~x,y!
M<x<X2M21
N<y<Y2N21 . ~13!

Finally, the OR map is then operated on by a morph
logical opening to smooth the contours and remove und
ired features, such as background noise, and bound
between the shadowed and unshadowed regions of
road. Afterward, morphological closing is employed to fu
narrow breaks, long thin gulfs, and eliminate small hol
The contour of the vehicle can be created by subtracting
morphological erosion from the vehicle mask.

To illustrate the proposed methodology, we use Fig. 4
a demonstration. Figure 4~a! depicts a typical outdoor traf
fic scene with a vehicle under bright sunlight. In Fig. 4~b!,
the shaded gray region illustrates theT map, which indi-
cates that there is no significant textural difference in
cast shadow region, and that the boundary between
shadowed and unshadowed regions has significant tex
difference. In Figs. 4~c! and 4~d!, the shaded gray region
illustrate theL andC maps, respectively. Figure 4~e! illus-
trates the OR map. The OR-map then undergoes morp
logical opening and closing to produce a vehicle maskOV ,
as shown in Fig. 4~f!. Finally, the contour of the vehicle i
created by subtracting the morphological erosion from
vehicle mask, as show in Fig. 4~g!, and the extracted ve
hicle is illustrated in Fig. 4~h!.

4.4 Selection of Thresholds

There are many algorithms for selecting optimal thresho
such as the Isodata algorithm, background-symmetry a
rithm, and triangle algorithm.21 However, there is no uni-
versal approach for threshold selection that is guarantee
work for all images. In this work, the optimal setting o
every parametertT , tY , andtC is individually determined
by the Isodata algorithm, as it is simple, automatic, and
error rate~ER! is low when compared with human justifi
cation. According to Eqs.~7!, ~9!, and ~10!, the values of
neering, Vol. 43 No. 3, March 2004
-
s
e

e
l

-

-

o

dT , dY , and dC are between 0 and 1, where the highe
intensity and lowest intensity of an image frame are 0 a
1, respectively. Therefore, the technique for choos
thresholds fordT , dY , anddC are the same.

The Isodata algorithm is based on an iterative techniq
The valuesdT , dY , and dC are first quantized into the
number of levels 2B, whereB is any positive integer. The
histogram of each variable is then constructed. Each hi
gram is segmented into two parts using a starting thresh
value such ast052B21, half of the maximum dynamic
range. The sample meanmf ,0 of the difference values asso
ciated with the foreground pixels and the sample meanmb,0
of the difference values associated with the backgrou
pixels are computed by

mb,05
1

( i 50
2B2121 (

i 50

2B2121

h@ i # i ,

mf ,05
1

( i 52B21
2B21 h@ i #

(
i 52B21

2B21

h@ i # i , ~14!

where h@ i # is the number of pixels at positioni. A new
threshold valuet1 is computed as the average of these t
sample means. The process is repeated, based on the
threshold,

tk5
mf ,k211mb,k21

2
, ~15!

until the threshold value does not change any more,
tk5tk21 .

After finding the parameterstT , tY , andtC by the Iso-
data algorithm, theT, L, and C maps can be constructe
according to Eqs.~8!, ~11!, and ~12!. Each map may con-
tain background noise or other undesired features, and
morphological erosion and dilation are applied to redu
any false positive in each map, as mentioned in the
section.
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Fig. 5 Police motorcycle sample: (a) input frame fi ; (b) background reference frame fb ; (c) T map; (d)
L map; (e) C map; (f) OR map; (g) computed vehicle mask OV ; (h) contour; (i) extracted vehicle; (j)
reference vehicle mask OR ; (k) reference vehicle; and (l) error difference mask Od .
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5 Simulation Results and Discussions

Some typical outdoor traffic image sequences on differ
roads have been captured to test the accuracy and ro
ness of the proposed method. The image sequences
captured under different lighting conditions, includin
cloudy, sunny, and different times of day with the came
position either overhead or by the roadside. The propo
method was tested under different lighting condition
viewing angles, vehicle sizes, and colors. Out of all t
images tested, 50 were selected to illustrate the propo
method.

For evaluation purposes, reference vehicle masksOR of
the vehicles without their cast shadows are required
subsequent calculation of classification errors. A refere
vehicle maskOR for each vehicle sample is defined man
ally by combining the visual observation on the images a
the knowledge about the vehicle. The ER of each veh
sample is calculated according to the number of pixels
the error difference maskOd and the number of pixels o
the reference vehicle maskOR as

ER5
(x5M

X2M21(y5N
Y2N21uOd~x,y!u

(x5M
X2M21(y5N

Y2N21OR~x,y!
, ~16!

where Od indicates the difference between the referen
vehicle maskOR and the computed vehicle maskOV as

Od~x,y!5OR~x,y!2OV~x,y!. ~17!

Among those 50 vehicle samples, the simulation results
13 prominent cases are further illustrated in Figs. 5 throu
t-
re

d

17, and these 13 vehicle samples are further classified
der two weather conditions: cloudy and sunny. Und
cloudy weather conditions, five vehicle samples have b
selected: police motorcycle~Fig. 5!, four wheel drive~Fig.
6!, taxi ~Fig. 7!, security car~Fig. 8!, and ambulance~Fig.
9!. Under sunny weather conditions, eight vehicle samp
are selected: sedan~Fig. 10!, van ~Fig. 11!, truck ~Fig. 12!,
mini bus~Fig. 13!, bus~Fig. 14!, two motorcycles~Fig. 15!,
three vehicles~Fig. 16!, and vehicle occlusion~Fig. 17!.

5.1 Cloudy Weather Conditions

In the first sample, an input framef i of a police motorcycle
is shown in Fig. 5~a!. In Fig. 5~b!, a background referenc
frame f b was generated by the background estimat
algorithm.18 In Figs. 5~c! through 5~f!, the results of theT,
L, C and OR maps are shown, respectively. The ba
ground noise can be initially eliminated by performin
morphological operations, and the inner boundaries can
removed by performing morphological closing to produ
vehicle maskOV , as shown in Fig. 5~g!. The contour can
be created by subtracting the morphological erosion fr
the vehicle maskOV , as shown in Fig. 5~h!. Finally, the
extracted vehicle can be bounded by the vehicle mask
shown in Fig. 5~i!. The region that is not extracted is ind
cated in gray color. A reference vehicle maskOR is manu-
ally defined as shown in Fig. 5~j!, and the error difference
maskOD is depicted in Fig. 5~k!. The black region indi-
cates that the algorithm mistakenly identifies the ba
ground as part of the vehicle, while the white region co
597Optical Engineering, Vol. 43 No. 3, March 2004
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Fig. 6 Four wheel drive sample: (a) f i ; (b) fb ; (c) OR map; (d) OV ; (e) extracted vehicle; (f) OR ; (g)
reference vehicle; and (h) Od .
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versely indicates that the algorithm identifies the vehicle
the background. The ER of the police motorcycle sam
can then be calculated as

ER5
(x5M

X2M21(y5N
Y2N21uOd~x,y!u

(x5M
X2M21(y5N

Y2N21OR~x,y!
5

1,372

17,150
58.00%. ~18!

The moving motorcycle can be segmented reasona
well with the proposed method while preserving the co
cavity of the vehicle, as no convex hull is applied to t
vehicle mask. Furthermore, most parts of the region co
sponding to the black tires can also be extracted with
being classified as the cast shadow. However, a nar
background region near to the rear tire is classified a
foreground region. As a whole, a motorcycle is conside
to be the most difficult to segment, compared to other
hicles because of the huge amount of detail and conca
and hence, 8% error.

The proposed method also works well with vehicle co
similar to the road, as shown in Fig. 6~a!. The final seg-
mented vehicle is depicted in Fig. 6~e!. All parts of the gray
colored vehicle can be extracted. However, the area of
neering, Vol. 43 No. 3, March 2004
,

umbra region behind the vehicle and the rear tires canno
distinguished well, as depicted in Fig. 6~h!, and the ER of
the four wheel drive sample is 4.26%.

In the third sample, the results of segmenting a taxi
shown in Fig. 7. The final segmented vehicle is depicted
Fig. 7~e!. All parts of the taxi are extracted successfully a
the umbra region is automatically removed. The ER of
taxi sample is only 2.91%, as the color of the taxi is re
which is significantly different from the road.

On the road, there are many different types of vehicl
In Figs. 8 and 9, the results of applying our method to
security car and ambulance samples are depicted, res
tively. In these two samples, the bodies of the vehicles
white in color with large illumination difference, and so th
error differences of both samples are low as illustrated
Fig. 8~d! and Fig. 9~d!, respectively. The ER of the securit
car and the ambulance samples are 2.81 and 1.88%, res
tively.

5.2 Sunny Weather Conditions

Under sunny weather conditions, an input framef i of a
sedan sample is shown in Fig. 10~a!. In Fig. 10~b!, a back-
Fig. 7 Taxi sample: (a) f i ; (b) fb ; (c) OR map; (d) OV ; (e) extracted vehicle; (f) OR ; (g) reference
vehicle; and (h) Od .
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Fig. 8 Security car sample: (a) f i ; (b) OR map; (c) extracted vehicle; and (d) Od .

Fig. 9 Ambulance sample: (a) f i ; (b) OR map; (c) extracted vehicle; and (d) Od .

Fig. 10 Sedan sample: (a) f i ; (b) fb ; (c) T map; (d) L map; (e) C map; (f) OR map; (g) morphological
opening; (h) OV ; (i) extracted vehicle; (j) OR ; (k) reference vehicle; and (l) Od .

Fig. 11 Van sample: (a) f i ; (b) fb ; (c) OR map; (d) OV ; (e) extracted vehicle; (f) OR ; (g) reference
vehicle; and (h) Od .
599Optical Engineering, Vol. 43 No. 3, March 2004
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Fig. 12 Truck sample: (a) f i ; (b) fb ; (c) OR map; (d) OV ; (e) extracted vehicle; (f) OR; (g) reference
vehicle; and (h) Od .

Fig. 13 Minibus sample: (a) f i ; (b) fb ; (c) OR map; (d) OV ; (e) extracted vehicle; (f) OR ; (g) reference
vehicle; and (h) Od .

Fig. 14 Bus sample: (a) f i ; (b) OR map; (c) extracted vehicle; and (d) Od .

Fig. 15 Two motorcycles sample: (a) f i ; (b) OR map; (c) OV ; (d) extracted vehicle; and (e) Od .
neering, Vol. 43 No. 3, March 2004
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Fig. 16 Three vehicles sample: (a) f i ; (b) OR map; (c) extracted vehicle; and (d) Od .
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ground reference framef b was generated by the back
ground estimation algorithm.18 In Figs. 10~c! through 10~f!,
the results of theT, L, C, and OR map are shown, respe
tively. It can be observed that the luminance of the inp
image is always lower than the background image in
cast shadow region. The vehicle mask and the contour
be determined by performing the morphological operatio
as shown in Figs. 10~g! and 10~h!, respectively. Finally, the
segmented vehicle can be bounded by the vehicle mas
shown in Fig. 10~i!. The region that is not extracted
indicated in gray color. Again, a reference vehicle maskOR
is manually defined as shown in Fig. 10~j!, and the error
difference maskOD is depicted in Fig. 10~k!, where the ER
of the sedan sample is 2.34%. The cast shadow can be
separated by our method while preserving the concavity
the vehicle. However, a narrow background region at
side of the vehicle is also detected as a foreground reg

In the van sample, a dark blue van is under considera
as shown in Fig. 11~a!. Even the luminance values of th
vehicle are lower than the cast shadow. The final segme
vehicle is depicted in Fig. 11~e!. All parts of the dark blue
vehicle can be extracted, and the cast shadow of the ve
was successfully removed. However, the region of the r
tire cannot be extracted as part of the vehicle and the ER
van sample is 1.63%.

In the next sample, the results of segmenting a truck
shown in Fig. 12. The final segmented vehicle is depic
in Fig. 12~e!. All parts of the truck are extracted succes
fully, and the cast shadow region is automatically remov
However, the background region at the side of the veh
is mistaken as the foreground region. The ER of the tru
sample is 3.12%.

In Figs. 13 and 14, the results of applying our method
a minibus and bus sample are depicted, respectively.
proposed method can easily detect less concave vehicle
the minibus case, there is a side road building. The sha
is reflected on the minibus, as shown in Fig. 13~a!, and so
the ER of the minibus sample is 3.44%. The number
pixels of the segmented bus is relatively large, and the e
n

s

ll

.

d

e
r
f

r
n

r

difference is consequently low, as illustrated in Fig. 14~d!,
respectively. The ER of the bus sample is 2.21%.

In the next sample, the results of segmenting two mo
cycles are shown in Fig. 15. The final segmented vehicl
depicted in Fig. 15~d!. Both motorcycles contain concavity
and so the error rates of the top left and bottom right m
torcycles are 7.35% and 6.33%, respectively.

In Fig. 16, a situation showing several vehicles per i
ages as in current traffic situations was analyzed. Our p
posed method is capable of segmenting multiple vehic
In this sample, three vehicles were segmented based on
methods. The error rates of the top left four wheel driv
bottom left sedan, and right taxi are 5.84, 6.14, and 4.62
respectively.

In the last sample, the result of applying our method t
vehicle occlusion sample is depicted in Fig. 17. Potentia
our proposed method is capable of detecting occluded
hicles. However, the partition of two vehicles is out of th
scope of this work. In this sample, the error differences
low, as illustrated in Fig. 17~d!, and the ER is 2.24%.

5.3 Summary

The error rates of all 50 cases based on the numbe
pixels of the reference vehicles are statistically plotted
Fig. 18. A number of observations can be made. First,
the number of pixels of the reference vehicle increase,
error rate decreases. Second, most of the error points c
ter between 2 and 4%. Third, the error points correspond
to large errors are those smaller vehicles usually w
plenty of details, concavity, and complex vehicle outlin
associated with them. They have the reputation of be
difficult to be segmented. The average ER of 50 differe
tested vehicle samples is 3.44%.

6 Conclusions

We present a highly accurate texture-based segmenta
method for extracting moving vehicles, which can effe
tively separate the cast shadow from the vehicle under
Fig. 17 Vehicle occlusion sample: (a) f i ; (b) OR map; (c) extracted vehicle; and (d) Od .
601Optical Engineering, Vol. 43 No. 3, March 2004
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Fig. 18 Error rate versus number of pixels of reference vehicle based on 50 tested vehicle samples.
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de-
ferent environments and vehicle colors. In this method, t
ture difference is the key to differentiating the shadow fro
the vehicle, as well as associating the shadow and the r
Used in conjunction with the luminance and chrominan
difference, an OR map can be calculated, representin
consensus between these features. A foreground mask
be subsequently computed by performing the morpholo
cal operations of the OR map. We have tested our propo
method on different vehicle samples under typical outd
scenes. Our proposed method is shown to be successfu
various outdoor daylight conditions and vehicles. T
simulation demonstrated that moving vehicles can be s
mented very accurately while preserving vehicle concav
It also has an advantage that cast shadow regions are
matically removed, as they have the same textural prop
as the background reference frame. From our results
analysis on various vehicle samples, we have found that
proposed method is reasonably robust in different outd
daylight conditions and for different vehicles; the avera
error rate of 50 different vehicle samples is 3.44%. T
figure compares well with any existing segmentation me
ods that work on similar types of images.
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