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A Class of M-Channel Linear-Phase Biorthogonal Filter 1S based on the well-known discrete cosine transform (DCT), where
Banks and Their Applications to Subband Coding many fast algorithms are also available [10], [11]. It should be noted
that complete factorization of the orthogonal linear-phase PR filter
S. C. Chan, A. Nallanathan, T. S. Ng, and P. C. K. Kwok  banks has previously been obtained by Soretal. [6]. Using this

factorization, Queirozt al. [5] have extended the LOT to length

greater thar2 M. The paper is organized as follows. In Section II,
Abstract—This correspondence presents a new factorization for linear- we will introduce the factorization for linear-phase biorthogonal PR
phase biorthogonal perfect reconstruction (PR) FIR filter banks. Using filter banks. The family of biorthogonal lapped transform and the
this factorization, we propose a new family of lapped transform called generalized lapped transform (GLT) are discussed in Section Il.

the generalized lapped transform (GLT). Since the analysis and synthesis . . . .
filters of the GLT are not restricted to be the time reverses of each other, Section IV is devoted to the design of the GLT and the design

they can offer more freedom to avoid blocking artifacts and improve €xamples. The performance of the GLT for image coding will be
coding gain in subband coding applications. The GLT is found to have presented in Section V. Finally, we summarize our work in the
higher coding gain and smoother synthesis basis functions than the lapped cgnclusion.

orthogonal transform (LOT). Simulation results also demonstrated that

the GLT has significantly less blocking artifacts, higher peak signal-to-

noise ratio (PSNR), and better visual quality than the LOT in image

coding. Simplified GLT with different complexity/performance tradeoff Il. THE LINEAR-PHASE PR CAsCADE
is also studied. Fig. 1 shows the structure of al/-channel uniform filter bank
Index Terms—Filter banks, signal processing, transforms. (or analysis-synthesis system) with(n) and g;(n) the analysis

and synthesis filters, respectively. The incoming signal is split into
frequency bands by filtering with the analysis filters. Each subband
. INTRODUCTION signal is then maximally decimated by a factorddt After processing
Subband and transform coding are two most widely used methddshe subband domain, the decimated signals will be interpolated,

for data compression of image and audio signals. The performancdilbéred by the synthesis filters, and added together to reconstruct the
a subband coding system is significantly affected by the filter basignal. In a perfect reconstruction (PR) filter bank, the input and
and the quantization scheme used. The theory and desigif-of output are identical, except for some delay [ifgn) = «(n — nq)].
channel FIR filter banks have been studied extensively [7]. Due f@r perfect reconstructiory;(n) and g;(n) have to satisfy certain
the large number of parameters and constraints in the optimizaticenditions. LetF; (™) and G (=) be the type-l and type-lI
problem, the design of generdf -channel FIR filter banks is usually polyphase components & (=) andG;(z), respectively.
very difficult and time consuming. More recently, efficient filter bank

structures such as the modulated lapped transform (MLT) [18], the M1 e o

cosine modulated filter banks (CMFB's) [17], the extended lapped Fi(z)= Y = FaG")

transform (ELT) [3], and the lapped orthogonal transform (LOT) [2] k=0

have been proposed to reduce the design and arithmetic complexities Gils) = szl kg ) 21
of PR FIR filter banks. Most of these filter structures considered nes P - LRAE ) )

are orthogonal in nature, and the analysis and synthesis filters must
be time reverse of e_ach other.' It has beeq observed by Agsg aNfhe filter bank is PR if 7]
Ramstad [13] that for image coding, the functions of the analysis filter
bank should maximize the energy compaction, whereas the synthesis
filter bank should provide blocking-free reconstruction. In addition,
the synthesis filters should be short to avoid excessive ringing an . . y N . . _
should be smooth enough to reduce blocking effects. Since twgered Is a constant/ s is the(Mx_M) identity mat_nx, andFi(z) .

. o and R(z) are the polyphase matrix of the analysis and synthesis
analysis and synthesis filters of an orthogonal system must be the tlme -

o - . .~ . filtérs and are given by

reverse of each other, it is very difficult to achieve these objectives
simultaneously. On the other hand, biorthogonal filter banks do not
suffer from this restriction, and they are more appropriate for this
application.

In this correspondence, we propose a new factorization of linear-
phase biorthogonal perfect reconstruction (PR) FIR filter banks. Usi : : = ' -
this factorization, it is possible to obtain linear-phase orthogonal afid dénote the conjugation of coefficients and matrix transposition,
biorthogonal lapped transform with greater overlap. We also propd&SPectively. Therefore, the impulse responses of the analysis and
a new family of biorthogonal lapped transform called the generaliz&§Nthesis filters are the time reverses of each other. In biorthogonal
lapped transform (GLT) for subband coding applications. Like tHg!R filter banks, bottE(z) and R(=) are FIR matrices satisfying the

LOT, the GLT has relatively low complexity of implementation and’R condition. In addition, the analysis and synthesis filters are not
restricted to be time reverses of each other. This provides additional
Manuscript received February 15, 1997; revised April 7, 1998. This woffkeéedom in coding applications, as we shall see in Section V. In addi-
was supported by the Research Grants Council and the CRCG of tiwn, they can usually provide higher coding gain than their orthogonal
Lr’]r_""ers'ty of dHong Kong. T];he as;_oc""?te ed'm:jcofofl'_”gt"fkthe review @ounterparts. The linear-phase structural PR cascade introduced here
this paper and approving it for publication was Prof. Ali N. Akansu. . . . .
The authors are with the Department of Electrical and Electronic Engineé?J IS motlvate'd f.rom the structure of the ’cosme modul{itec} filter
ing, The University of Hong Kong, Hong Kong. banks (CMFB’s) in [3] and [17]. In CMFB'’s, the analysis filters

Publisher Item Identifier S 1053-587X(99)00745-X. fx(n) and the synthesis filterg;(n) are obtained by modulating

R(:E(z) = "Iy (2.2)

[E()]in = Fie(z);  [R(2)]in = Gik(2). (2.3)

In paraunitary FIR filter banks, bott(z) and R(z) are FIR
trices, andR(z) is chosen to be#(z) = EL(>7'), wherex and
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Fig. 1. M-channel uniform filter bank.
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Fig. 2. (a) Flowgraph of the forward GLT. (b) Flowgraph of the inverse GLT.
TABLE |
CoDING GAIN COMPARISON OF LOT AND GLT'S
Coding Gain (dB)
M LOT GLT GLT GLT GLT GLT GLT GLT
(Np=64) | (Np=32) | (Np=16) | (N, =8) | (Ny;=4) | (Np,=2)
8 | 9.2189 | 9.6131 -- - -- 9.6118 9.6048 9.5745
16 | 9.7593 | 9.9562 - - 9.9555 9.9527 9.9469 9.9312
32 | 9.9729 | 10.0636 -- 10.0632 10.0626 10.0585 10.0536 | 10.0510
64 | 10.0541 | 10.0929 10.0928 10.0922 10.0913 10.0900 10.0884 | 10.0876

prototype filtersh(n) and s(») with the modulation sequences,, Two possible modulations are given by

and ¢ ., respectively: T N -1 v k
e =2cos | (2k - — = - — .

fe(n) =h(n)ek n Chom =2 €08 <( k1) M <n 2 ) +(=1) 4) (2.52)
or

gr(n) = s(n)Ck n, k=0,1,---,M -1 5 - M4 1
n=01--,N—1 (2.4) Chon = 4/ 7 cos <(2k—|—1) i <n—|— 5 )) (2.5b)

whereM is the number of channels, aidis the length of the filters.  Equation (2.5a) is the CMFB proposed in [17], whereas (2.5b) is
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Fig. 3. Eight-channel GLT. (a) Impulse response of analysis ffig€rn). (b) Impulse response of analysis filtér(r). (c) Impulse response of synthesis
filter go(n). (d) Impulse response of synthesis filtar(n). (e) Frequency response of analysis filters. (f) Frequency response of synthesis filters.

the extended lapped transform (ELT) proposed in [3]. The analySiterefore, rows (columns) and M — & of A are orthogonal to the
and synthesis modulations are time reverses of each other. Dugdmaining rows (columns), and the PR condition can be simplified
the special structure of the CMFB, it has very low design ancbnsiderably. Without loss of generality, we assume ffais even.
implementation complexity. Leff(z) = S2%°" :79H,(z*"") be Results for oddM are similar. Letps (=) and px () be the
the type | polyphase decomposition of the prototype filter. It can Beh diagonal elements gé(z) and g(z). The system is PR if the
shown that the polyphase matrix of the CMFB can be written in theeterminant of the following submatrices is equal to some delay

form )
S, = { Ak k Ag k-1 }
E(z) = VMU ump(z) + Jug(z)] = VMU A (2.6) | Av—k—t ik Av—p—1 M—k—
where _ |Peal(2) qm—k—ra ke . @.7)
) ) ) Tk (2) PM—k—1,M—k—1
z)=ho(z") Xz "hi(z
pz) o) 91( )_1 ) Equivalently, we have
q(z) ==(=1)"(ho(z") F 2~ h(27)) .
detSp = =%,  k=0,---,(M/2) - 1. (2.8)

ho(;) Idiaqﬂo(—z),H1(—2)'"HMf1(—Z)], and
i () =diag Har(—2), Harsr (—2) -+ - Honr—y (—2). _ This is equivalent_to _the PR conditions of a set_ of two-channel PR
filter banks. Ifh(n) is linear phase, the§,, and it can be shown
Here,In andJyn stand, respectively, for the: x n) identity matrix that is lossless. Therefore, it is possible to implem@ntwith a two-
and the counter identity matrikl »; is a unitary matrix related to the channel lattice structure [17]. For general valuep(af) andg(%), we
modulation used. A®(z) and ¢(z) are diagonal matrices, matrix have the biorthogonal CMFB [19], [22], [23]. If the lossless condition
A is zero except only along its diagonal and anti-diagonal entriesn S, is relaxed, then it is possible to use other lattice structures,
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Fig. 4. Sixteen-channel GLT. (a) Impulse response of analysis fifter). (b) Impulse response of analysis filtér(n). (c) Impulse response of synthesis
filter go(n). (d) Impulse response of synthesis filtar(n). (e) Frequency response of analysis filters. (f) Frequency response of synthesis filters.

such as the linear-phase lattice [21], as whereUo andU., are(M/2) x (M/2) invertible matrices. This is
K1 ) rather restrictive. Fortunately, several such factors can be cascaded
Si(z) = <1 1 ) 11 <1 91> < (1k) a ) (2.9) together to form a more general linear-phase system. Suppose that the
‘ L =1) 2+ \0 = oy 1 polyphase matri¥’ (=) is linear phase and PR. We want to determine
he condition on matridZ (=) such that the cascadé,, H (z)E'(z),

The use of the linear-phase factorization does not guarantee Iso linear-phase and PR. Using the linear-phase test, we get

the analysis filters will be linear phase. In fact, the polyphase matrix

has to satisfy the following linear-phase test [20]: L 0 Uw O (B (T
Toys 0 —n -1 { 0 _IM/J { 0 Ull} - (& OE ()
< AO —Irxd/f)) . [N E(Z )] = E(Z) (2'10) Uoo 0 /
= |: 0 Un:| H(z)E' (=) (2.12)

for some positive integet. Clearly, the matrix\ satisfies the linear-
phase test if the factorizations in (2.9) is used. In orderBgr) to

’ for some positive integet,. PartitioningH (=) into four submatrices,
satisfy (2.10), we must have

(2.12) can be rewritten as

I/ 0 . T 0
< AL(j)/‘ —Iy ‘)) U < ‘\6/2 —Iyy: ) =Uw. (2.11) o~ (ra—n) Taay> 0 Hoo(="1) Hoi(="))
Mz Mz } 0 —Iy) Hio(z7") Hu(z7h)
This is only possible iU s is a block diagonal matrix |:I]w/~7 0 } |:H00(”) Hou(2)
1/2 = N ) (2.13)
Uy = diag{Uoo. U11 } 0 Ty Hio(z) Hii(z)
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Fig. 5. Thirty-two-channel GLT. (a) Impulse response of analysis ffit¢r.). (b) Impulse response of analysis filtér(» ). (c) Impulse response of synthesis
filter go(n). (d) Impulse response of synthesis filtar(n). (e) Frequency response of analysis filters. (f) Frequency response of synthesis filters.

TABLE I
OPTIMIZED NORMALIZATION FACTORS OF THE SIMPLIFIED 8-CHANNEL GLT
N, dy, d, d,, dy, dy, dg d d,
2 0.871542 | 1.344389
4 0.851525 | 1.316109 | 0.898429 | 1.058310
8 0.812531 | 1.254635 | 0.858661 | 1.012906 | 0.909617 | 0.984497 | 0.953568 | 0.981262

From (2.13), we obtain the required condition on the submatricesmsvs (columns) ofH(z) are orthogonal to all other rows (columns),
~(na=n) ( N_pg 2) the PR condition is simplified to the PR condition of the following
z ool® =dool%

i : submatrices:
Z_(nd_n)Hm(Z_ )Z—Hm(z)
_(“d_“) =1y "
z Hio(z7 ) =—Huo(z) Hi () HE (R
Ri(x)= |5 e \ E=0,1,---,M/2 (2.15
T (7Y = Hyy (). (2.14) C = mh ) B () ’ /2 @15)

Using the concept of structural constraints as in Section Il, we let
H (=) be diagonal matrices. Since tfi¢h and the(k + M/2)th where Hf;(z) are thekth diagonal element off,;(z). It can be
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shown that a possible solution @& (=) is a6
1 1 o
Rk(z):|:1 _1:| S;lc(z) and 35
I SVITR BV } T
H(z)= T (z 2.16 L
(2) |:IJL1/2 —TIyy (2) (2.16) 34
where the(k. k), (k, k + M/2), (k + M/2, k), and (k + M/2,k + @ a3
M/2) entries of T7(z) are obtained from matrixS;(z). Using g’
(2.16), we can cascade several of these factors together to obtairy; 39l
the factorization a
K—1 p
_ U 0 31t
= [H { 0 Ut
£=0
7 I 30t
Sz AMEE L) E(2). (2.17)
IA/I'/2 _II’W/Q 29 L . " N s
; 02 025 03 0.35 04 045 05
A simple matrix for E'(z) is Bit Rate (bpp)
E(z) = Iy T R (2.18) Fig. 6. PSNR comparison of JPEG, DCT (with bit allocation), LOT and
~ Tnige —J )2 ’ GLT for coding the image “Lena.”

where R is a persymmetric matrix satisfyinB = JRJ. If T'y(z) is ' ’ ’
obtained from (2.9) with = 2, (2.17) represents a cascade structu@€ kth and the(k + M/2)th rows to the(2k)th and (2k + 1)th

of linear-phase PR filter bank (k = 0,---,M/2 — 1) rows, respectively.P’ is a permutation
—_— , ) matrix that permutes th¢2k)th and (2k + 1)th rows _to thekth
B =[] |:U00 0 } Ly T } and (k + M/2)th (k = 0,---,M/2 — 1) rows, respectively. Using
s L0 Uoo| Tays —Iuye the linear-phase factorization in (2.19), we introduce a biorthogonal
L Aups generalization of the LOT _called the ger)eraliz_ed lapped transform
{A‘WQ _I‘WJ (GLT). The polyphase matrix of the GLT is defined as
l ‘ _ 1 Uowo Owumyz| [Twaye Out/2
' |:IIW/'2 ~_1? H,wm I}W/2 H E(z) 2 P {OM/Z Un } {me/z (Cﬂ/zsi}//z}
0 =z Ty | vy —Luye . |:IA/I/2 Inrss } {IM/2 Ons/2 }R (3.2)
Iiijo —Tnagz | |Onye 2 ' age ! '

i HM/z J}J/Q }R (2.19)
M/z TIM/2 whereUyo and U,; are block diagonal invertible matrice®; =

whereA;,,» are diagonal matrices containing the multipliers. It~ P'diag{ B> - -+ B2}YDCL Ty, and D is a diagonal matrix.

can be shown that the matrix The lapped transform with greater overlap can similarly be defined.
Ly Augs In this correspondence, we pa.rameteriz.e the mdfrixby products
|:AM/2 _11\]/2:| of block diagonal(2 x 2) invertible matrices
) M/2—1
can be absorbed into the block diagonal matrix fliZgU%;]. There- U — H v 3.3)
fore, it can be removed from (2.19). Furthermorelif;,i = 1,2 o . '
are unitary (orthogonal) matrices, the filter bank will be paraunitar here
(orthogonal) as well. In next section, we shall propose a family o
biorthogonal lapped transforms using this factorization. T 0
vj, = Tk Uk and
lll. A FAMILY OF BIORTHOGONAL LAPPED TRANSFORM 0 ik Tois
An example of the orthogonal representation in (2.19) is the lapped A 1
orthogonal transform (LOT), which is an orthogonal filter bank with (vi)” = m
length2M. The LOT was originally proposed to reduce the blocking o o
. . " . - ; : T 0
artifacts in traditional transform coding of images using the discrete ¥ I
cosine transform (DCT). The corresponding polyphase matrix is given ’[1’/‘; _T‘lf"
Y Tk
by 0 Trr—r—1
E(2) :_1 P BM/Q C,,O‘“é,/,zv T} BM/Q _ij/z } The signal flow graphs for théZ-channel lengti2M forward
2 af2 (Car725472) M/2 M2 and inverse GLT are shown in Fig. 2(a) and (b). Parameterization
) {I,w/z Onr/2 } R (3.1) using the LU and Gauss—Jordan factorizations are also possible, but
Oniya 2! Triys ' the present choice has the advantage Ehatis simple and diagonal
where Ry = P'diag{Bs, ---, B2}C/J.s, and dominance. The parameters, yi , d;; (normalization factors) can be

used to maximize the objective function such as the coding gain.
1 1
o[l 2]
C*%, and S%, denote the typé- length-M discrete cosine and sine An important issue in transform and subband coding is the effi-
transforms, respectivelyP is a permutation matrix that permutesciency of the transform or filter bank employed. The coding gain is

IV. DESIGN PROCEDURE AND EXAMPLES
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(b)

(© (d)

Fig. 7. Performance of different algorithms on image “Lena.” (a) Original. (b) 0.3 b/pixel using DCT. (c) 0.3 b/pixel using LOT. (d) 0.3 b/pixel
using GLT (Np = 8).

frequently used as an effective measure of transform efficiency. Faord
the orthogonal transform, the coding g&ifr-¢ is given by i

1
PN Bi=q; > 0il)  0<kSM-1.
I =

Gro = Mfl/i /M (4.1) hi(n) and g, (n) are the impulse responses of thih analysis and

(Z gf) synthesis filters of lengthL. In addition to the coding gain, we
can incorporate other desirable properties in the design process. For

wheres? is the variance of théth transform coefficients. For image example, it is possible to reduce the blocking effects by minimizing

coding, the input is usually modeled as a first-order autoregressw‘g stopband energies of the synthesis lowpass flite) with an

rocess. The corresponding covariance malix is given b interval of +I (e.g., 0.002) at frequgnc?e(sf/]%),i =1, M/2
P P g %159 y [14]. We can also force the synthesis filters to assume small values

[R..]i; = p" 7\, 0<i,j<M-1 (4.2) at the ends of the impulse responses to improve their smoothness.
MNext, we shall present some design examples to be used in subband

=3

=0

wherep is the correlation coefficient, which is usually taken as 0.9

For biorthogonal filter bank, the coding gain formula [15] s~ coding of images and audio. _ . .
or biorthogonal filter ban © ) 99 [15] All examples presented here were obtained using the constrained

Gspe = Vi, (4.3) optimization programNCONF in theIMSL library. For audio coding,

M1 the number of channels can be as large as 32. Therefore, we present
H A B the design of GLT for eight, 16, 32, and 64 channels. In each case,
k=0 the coding gain is calculated using an AR(1) process with correlation

M

where coefficientp = 0.95. The parameters:, yi, andd,; are obtained by
L-1 L-1 o maximizing the coding gain of the system. Table | shows the resulting
Ae =303 heli)lhi(G)p" ! coding gainsG'spc) after the optimization. The coding gain of the

=0 j=0 LOT is also given as a comparison.
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It can be seen that the GLT has a higher coding gain than the
LOT. Figs. 3-5 show the impulse responses of the first two analysis
and synthesis filters and the frequency responses of the GLT with!
M = 8,16, and 32, respectively. It can be seen that the synthesis
filters are much smoother than the analysis filters and decay to ze[g
at both ends to reduce the blocking artifacts.

We have also investigated a simplified version of the GLT, wherti[S]
the matriced/;; are chosen as identity matrix. In this case, only the
parametersl;;’s are present, and the simplified GLT would require
M more multiplications than the LOT. Since the higher order basi$4]
functions are less important in reducing the blocking artifacts and
improving the coding gain than the lower order basis functions!
we can further reduce the arithmetic complexity by setting their
normalization factorgd;;) to 1. This will considerably reduce the [6]
arithmetic complexity of the GLT for real-time applications. These
remaining free parameteré;;,: = 0,---,Np — 1, are used to 71
optimize the coding gain of the system. Heré, is the number of
normalization factors that we have retained in the GLT. The codingg)
gains of the simplified GLT with different values &, are shown
in Table |. The optimized normalization factors for the eight-channel®]
simplified GLT are shown in Table Il. It can be seen that the codi ol
gains of the simplified GLT’s are quite close to each other. In addition,
the impulse responses of the simplified GLT's are also similar to
those of the GLT. [11]
[12]
V. CODING PERFORMANCE

In this section, we will compare the performance of the DCTI13]
LOT and GLT in image coding. (& 8) DCT and separable eight-
channel length-16 LOT and GLTV, = 8) are used for simulation. 14
For a fair comparison between the systems, we follow the JPEG
guantization scheme with the DCT replaced by the LOT and the GLIL5]
The quantization table is obtained using the bit allocation algorithm
proposed in [24], and no human visual model has been used. Fig[,lg]
shows the images “Lena” (512 512 8-bit grey scale) encoded to
0.3 b/pixel using the various algorithms. The PSNR comparison of
the various algorithms is shown in Fig. 6. The JPEG algorithm usirlg”]
the default quantization table is also given as a comparison. It can
be seen that the image encoded using the GLT has significantly |m
blocking artifact and higher PSNR than that of the DCT and the LOT.

VI, (19]

In this correspondence, we have presented a new factorizati@n]
for linear-phase biorthogonal perfect reconstruction (PR) FIR filter
banks. Using this factorization, it is possible to obtain Iinear-pha:igl]
orthogonal and biorthogonal lapped transform with greater overlap.
We have also proposed a new family of biorthogonal lapped transform
called the generalized lapped transform (GLT) for subband coding ap-
plications. The GLT is found to have higher coding gain and smooth
synthesis basis functions than the lapped orthogonal transform (LOEIé)s]
Simulation results also demonstrated that the GLT has significantly
less blocking artifacts, higher peak signal to noise ratio (PSNR), and
better visual quality than the LOT in image coding. Simplified GLT24]
with different complexity/performance tradeoff is also given to further
reduce the implementation complexity. [25]

CONCLUSION
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