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We present a model of delegation with self-interested and privatcly
informed experts. A team of experts with extreme but opposite biases
is acceptable to a wide range of decision makers with diverse pref-
erences, but the value of expertise from such a team is low. A decision
maker wants to appoint experts who are less partisan than he is in
order to facilitate information pooling by the expert team. Selective
delegation, either by controlling the decision-making process or by
conditioning the delegation decision on his own information, is an
effective way for the decision maker to safeguard own interests while
making use of expert information.

A good executive is the one who understands how to recruit
people and how to delegate. [George W. Bush; January 2,
2001, news conference announcing his Cabinet]
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I. Introduction

Consider a president who has to decide whether to approve funding
for a research project on a new military technology. The defense sec-
retary has better information about the effectiveness and the potential
of the technology than the president does, but he is also biased toward
adoption because he is interested in expanding the defense department.
Will the president delegate the decision to the secretary? The answer
depends on the president’s default choice if he is to make the decision
himself. Suppose that the president is predisposed to adopt the project
on the basis of his own prior. Delegating the decision to the defense
secretary will change the outcome when the secretary recommends re-
Jjection. Since he is biased toward adoption, the secretary recommends
rejection only when receiving strong negative signals about the project.
Therefore, the president cannot lose by delegating the decision to the
secretary and often gains from the secretary’s expert information. If
instead the president will reject the project on the basis of his own prior,
he has to worry about the tendency of the defense secretary to adopt
on the basis of relatively weak signals about the project’s usefulness if
he delegates the decision. Delegation will not occur if the secretary is
sufficiently biased toward adoption.

In this paper we discuss delegation mechanisms that can be used by
decision makers to mitigate the agency problem of information manip-
ulation in nonmarket organizations. We show that an expert with more
extreme preferences has a greater chance of being delegated the de-
cision by decision makers with similar but less extreme preferences.
Thus more extreme experts are more influential in an environment in
which experts are recruited before their private information is gathered
to help out multiple decision makers or the same decision maker on
different decisions. For example, a cabinet member is selected to advise
the president on many decisions, and on each individual decision the
biases of the member and the president dictate whether the president
makes the choice without consulting the expert and delegating the
choice to the cabinet member. When a Republican president picks an
extremely conservative cabinet member, he can safely delegate more
decisions and make use of the member’s expertise. Unfortunately, there
is a trade-off between the influence and the value of expertise: an expert
with more extreme preferences is more likely to be delegated different
decisions, but his expertise is less valuable to the decision maker on a
given decision. To continue the example above, a strongly conservative
cabinet member is more influential with a conservative president, but
precisely because of his strong bias, on most decisions the member will
make the same choices that the uninformed president would, which
reduces the value of his expertise.
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A key to reducing manipulation is to recruit the right expert. Obvi-
ously the ideal expert on a given decision is one with preferences iden-
tical to those of the decision maker. However, if the decision maker is
to appoint a delegate to sit on a committee of experts that will make
the decision, the best choice is not to appoint a clone. For example,
suppose that committee members are prone to raise taxes whereas the
decision maker is a tax-cutting Republican. If he picks an equally staunch
Republican as his delegate, the committee will be beset by great conflicts
and expert information will be poorly utilized. The decision maker can
do better by appointing someone whose preferences are somewhere
between his own and those of the other committee members. Although
this delegate will not vote exactly the way the decision maker would,
there will be less manipulation and the quality of the committee decision
will be higher, benefiting the decision maker.

An informed decision maker can condition the delegation decision
on his own private signals. Consider again the example of the president
and the defense secretary. Since the secretary is prone to adopt the
military project, the president may be tempted to reject the project on
his own and delegate the decision only when his own information pro-
vides insufficient evidence against adoption. But in delegating the de-
cision, the president reveals part of his private information and gives
the secretary a greater tendency to adopt the project on the basis of
weak signals. This will in turn make the president more cautious and
less willing to delegate. A better delegation mechanism for the president
is to retain control of both adoption and rejection decisions and del-
egate when his own information is inconclusive either for or against
adoption. Such selective use of delegation reduces manipulation by the
defense secretary and increases the value of his expertise.

A recent literature stresses the benefits of delegation in terms of
providing incentives for experts to gather information (Gilligan and
Krehbiel 1987; Aghion and Tirole 1997; Dewatripont and Tirole 1999).
In assuming that experts’ private information is exogenously given, our
delegation model focuses instead on the use of delegation mechanisms
by decision makers to mitigate the agency problem of information ma-
nipulation. In our model the decision to be made is binary. This mutes
a main issue in the existing literature on delegation of how the decision
maker should restrict the {freedom of choice in delegating the decision
to experts (Holmstrom 1984; Melumad and Shibano 1991; Armstrong
1994). We are able to isolate and examine how other aspects of dele-
gation, including recruitment of experts and control of decision making
by an expert team, contribute to balancing the necd to minimize loss
of control and the need to make use of expertise. The assumption of
binary decisions in our setup also implies that the revelation of infor-
mation is consistent only with delegation in the case of an uninformed
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decision maker and a single privately informed expert. This helps us
steer away from the issue of how delegation (letting the expert decide)
compares with communication (asking for the expert’s recommenda-
tion) for the decision maker (Gilligan and Krehbiel 1987; Krishna and
Morgan 2000; Dessein 2002). More generally. in our model the decision
maker has no incentives to overrule the decision reached by a delegated
expert team. Thus delegation mechanisms discussed in the present pa-
per do not require excessive commitment ability on the part of the
decision maker.

II. A Binary Decision Model of Expertise

The framework of our model is borrowed from optimal statistical de-
cisions (DeGroot 1970). To facilitate the exposition, we adopt the lan-
guage of policy evaluation. A policy change under consideration has
either positive or negative net benefit. The decision to be made is either
to “adopt” or “reject” the policy change. For convenience, we shall think
of rejection of the policy change as the status quo choice.

There are two types of agents who may be involved in the decision
making: decision maker D), who has the formal authority to make the
decision, and experts A and B, who may be delegated by D to make the
decision. We use superscript d to represent the notation for the decision
maker and superscripts @ and b to represent the notation for experts A
and B, respectively. We specify the preferences of any agent i = d, a,
b as follows. Let y' be the prior of the agent that the policy change has
positive net benefit. Denote as N, the utility cost of type I error (false
adoption) and N, the utility cost of type II error (false rejer[inn)" Each
agent wishes to minimize expected cost. Write k} = N,(1 —¥') and
ky = Nyy'. The ratio k' = k| /k, represents the expected cost of false
adoption relative to false rejection under the prior and completely char-
acterizes the preferences of the agent.” A greater k' means that the agent
is more prone to rejection. We say that agent 7 has “neutral” preferences
if /' =1.1f k<1, we call agent ¢ a “liberal.” If &#'> 1, we call him a
“conservative.” Throughout the paper, we assume that preferences of
all agents are common knowledge.

Information structure is modeled as follows. Each agent i = d, a, b,
if informed, privately observes a one-dimensional signal y'. The signal
y' is assumed to be distributed on [y, ;] (the bounds can be infinity),
with differentiable density function f and corresponding distribution

' The cost of making the correct decision (i, adopt when the policy change has positive
benefit and reject when the policy has negative benefit) is normalized to zevo.

* There is no ditference in this model between bias as manifested in 4 and preferences
as manifested in N and A only the ratio & matters, We use the words “bias™ and “pref-
erences” interchangeably,
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function £ conditional on the state that the policy change has positive
net benefit, and with /' and F; conditional on the state that the policy
change has negative benefit.” For simplicity, when multiple informed
agents are involved, we assume that the signals are independent con-
ditional on the true state.

We introduce some notation that will be used throughout the paper.
For any signal y', let ['(y*) denote the likelihood ratio f(y')/f,(y"). Write
L.(y) = E(y)/E(y) and L,.(y) = [1—E'(3"1/[1 — E/(y)]. For any
¥2 >y, denote as L'(y;, y;) the ratio [E'(yy) — E'()I/[E(yy) — E(n)].
We assume that the monotone likelihood ratio property holds; that is,
I'(y") is strictly increasing (Milgrom 1981). A higher observed value of
y' is stronger evidence that the policy change has positive net benefit.
It is easy to verify that a strict monotone likelihood ratio property implies
the following facts.

Facr 1. L’_('T’) <l< [.’,,(_\") for any y € (1', ;)

Fact 2. L, (y') < I'(y’) < L,,(y') for any y' € (y, \)

Facr 3. L,(y") and L, .(y') are both strictly increasing functions.
Fact 4. L'(y,, y}) is strictly increasing in both arguments for all y, >
M-
Finally, for the analysis with multiple informed agents, we also assume
that I/L, and [I/L,, are increasing functions in order to carry out com-
parative statics exercises. These assumptions are satisfied by, for ex-
ample, normal distributions with a shift in mean to represent the true
state.

Decision maker 1) may decide to dictate the decision on the basis of
his own prior or information, without consulting anv expert. Alterna-
tively, D may decide to delegate the decision to an expert or a team of
experts. We assume that in delegating the decision, the decision maker
can commit to not overruling the decision by the experts.' The choice
between dictating the decision and delegating it may seem to be an
artificial one, in the sense that in reality decision makers often have
other means of eliciting the expert information, such as asking the

*In the related literature on strategic voting (Feddersen and Pesendorier 1996, 19975,
the signals as well as the states are binary. Here we follow Crawford and Sobel (1982) in
assuming continuously distributed signals. This allows us to stady strategic information
transmission and aggregation in terms of threshold strategies. which are more mtuitive
and less cumbersome than mixed strategies in models of binary signals. Other papers
using the same framework of continuous signals include Duggan and Matinelli (2001),
Li (2001), and L, Rosen, and Suen (20013,

' This assumption is made to facilitate the presentaton. We shall see below that com-
mitment is not needed in the case of delegating the decision 1o a single expert, either
bv an uninformed decision maker or by an imformed one, because the willingness 1o
delegate is itselt a credible commitment to not overruling the expert. Tn the case of
delegating to a team of experts. the commitment to not overruling the team’s decision
has value only when the decision maker monitors how the team makes the decision after
delegation.
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experts for a recommendation and promising to act on itin a particular

wav. However. as a decentralized way of resolving the conflicts between

the decision maker and the experts and making use of the expertse,
i delegation has a simple administrative structure that makes it easy to
| implement. Further, for the decision maker, delegation is a convincing
g commitment to allowing the experts to have their say. As we shall see
bhelow, in some contexts, the decision maker cannot do better than
simply delegating the decision to the experts.

III.  Delegating Decisions to a Single Expert

In this section, we assume that decision maker Dis uninformed. A liberal
decision maker will choose adoption, and a conservative decision maker
| will choose rejection.
| If decision maker D delegates the decision to expert A, the expert
will make the decision on the basis of the observed value of y”. The
‘ expert uses Bayes’ rule to update the posterior probabilities that the
1 policy change has positive and negative net benefits to 7y, (y") and
i (1 = ) [ (%), respectively, where 7 is a normalizing factor to make the
; probabilities sum to one. Expert A will adopt if n(1 — )/ (y)N] £
‘ 7y, ()N, This condition reduces to the rule that A will choose adop-
\ tion if y*> i and choose rejection otherwise, where i is defined by
(i) = k* (DeGroot 1970).
According to expert A’s optimal decision rule, the expected cost C*
o Dis

C* = Ki[1 = Ex(i] + RiE(Qe). (1)

Thus, if the decision maker is a liberal, he prefers delegating the decision
to expert A to making an uninformed adoption decision if and only if
k{> C". This is equivalent to the requirement that k* > I, (i%). Similarly,
if the decision maker is a conservative, he prefers delegating the decision
to expert A to making an uninformed rejection decision if and only if
ki > €“, which is equivalent to k“< I%.(1). Note that I%(i") <1<
1% (1" (fact 1 ). We summarize these results in the following proposition.

ProrosiTion 1. Decision maker D dictates adoption if he is sufficiently
liberal (k“< 1",“_{?")), dictates rejection if he is sufficiently conservative
(k*>17.(1")), and delegates the decision to expert A if k" is in between
these critical values.

In our discussion, we have assumed that the decision maker can com-
mit to not overruling the expert after the expert has made the decision.
It turns out that this commitment is indeed credible if k* is between
14(2%) and 1% (7). To see this, suppose that expert A has made a decision
to adopt. The decision maker infers that y* = ¢, Decision maker D there-
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fore updates his posterior probabilities that the policy change has pos-
itive and negative net benefits to 7y ‘[l — I}‘,“(E")] and (1 —y9[1 —
F“(1")], respectively (where 7 is a normalizing factor to make the prob-
abilities sum to one). On the basis of these updated probabilities, the
decision maker would choose adoption over rejection if k< %09,
implying that it would not be optimal to overrule the expert’s adoption
decision. Similar reasoning suggests that D has no incentive to overrule
A’s rejection decision since k*> I%(1%). Thus, provided that the decision
maker finds that delegating the decision to the expert is better than
making the decision by himself, he has no incentive to overrule the
expert subsequent to learning the expert’s decision.

More generally, we can show that the decision maker cannot do better
than delegation by committing to any mechanism to elicit the infor-
mation from the experts. Since the decision maker makes a binary
choice even though the underlying signal is continuous, standard ar-
guments imply that in any incentive-compatible mechanism, the prob-
ability of adoption can take at most two values. The coarsening of in-
formation in incentive schemes is a generic feature of strategic
information transmission (Crawford and Sobel 1982).” Furthermore, the
best that an incentive-compatible mechanism can achieve for the de-
cision maker is to choose adoption if y* 2 ¢“and rejection if y* < ¢, which
is equivalent to delegating the decision to the expert. Thus delegating
to the expert corresponds to the best possible mechanism.

A, Advocacy

The range [12.(1, I’,,(f”)] represents the range of preferences such that
any decision maker with k“ in this range will delegate the decision to
A. Since I4(1) <1< I4.(1% for any k“ a neutral decision maker
(k* = 1) is willing to delegate decisions to an informed expert with any
bias k. Further, since L (y?) < l(y") < L,.(y") for any y* (fact 2), sub-
stituting y* = i into this inequality yields “ (1) < k" < I% (1%). A deci-
sion maker is willing to delegate decisions to an expert if k* = k. More
generally, if the expert is a liberal, any decision maker who is a less
extreme liberal (k% e [k% 11) will find this expert’s service useful. If the
expert is a conservative, any decision maker who is a less extreme con-
servative (k? e [1, k“]) will find such an expert useful. However, even a
greater bias than the expert’s, or an opposite bias, does not rule out
delegation by the decision maker. As long as the decision maker is not
extremely biased, he is willing to delegate decisions to make use of the
expert’s information.

®Sec also Green and Stokey (1980). Gilligan and Krehbiel (1989) and Austen-Smith
(1990) apply the signaling model to agenda-setting in legislatures.
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Since di%dk®> 0 and since I*. and I,, are strictly increasing functions
(fact 3), the boundaries of the delegation range, {:’,(E“) and /7 (i), are
increasing functions of k“. Thus an expert with a more extreme pref-
erence for rejection has a greater chance of being delegated the decision
by decision makers who are conservatives. Intuitively, for a decision
maker who is a conservative, the uninformed decision is to reject. Del-
egating the decision to expert A makes a difference to the decision
maker only if expert A decides to adopt. When the expert is more biased
toward rejection, a decision to adopt requires more overwhelming ev-
idence that the policy change will have positive net benefit, which im-
plies that more conservative decision makers will find delegation to A
acceptable.

Of course an increase in k“ raises the lower boundary of delegation
14.(1%) as well as the upper boundary I7, (). Although an expert with
a greater bias for rejection is acceptable to a wider spectrum of con-
servative decision makers, fewer liberal decision makers will agree to
delegate the decision to this expert. This poses a problem for an or-
ganization trying to recruit experts to ensure their wide use, because
decision makers biased in opposite directions cannot be accommodated
at the same time.

Another way of thinking about the delegation range is to consider
the range of experts who will be useful to a decision maker with a given
preference parameter £ A liberal decision maker (k*< 1) will not ben-
efit from the advice of an expert whose preferences are sufficiently to
the right, and vice versa for a conservative decision maker (kY>1). This
is consistent with the observation that people have a tendency to rely
on information from like-minded sources. According to our theory, a
politically conservative decision maker listens to the Heritage Founda-
tion (a conservative think tank) not because he enjoys voices that agree
with his own political inclinations, but because his decisions will be
changed if the Heritage Foundation recommends a policy that is con-
trary to his preferences. Similarly, this politically conservative decision
maker does not read the Nation (a liberal publication), not because he
dislikes reading dissenting opinion, but because whatever policy rec-
ommendations that emerge from this magazine will not change his prior
sufficiently to alter his decisions. Our model offers a decision-theoretic
explanation rather than a taste-based explanation for the demand for
biased opinion.®

® That the value of information lies in its potential to change a decision has been pointed
out by, among others, Calvert (1985) and Meyer (1991). In different contexts, both authors
demonstrate the value of introducing bias into the structure of information when infor-
mation is coarse.
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B.  Value versus Influence

We distinguish between two aspects that make an expert useful in an
organization: value and influence. An expert is “influential” if his service
has positive value to a wide range of decision makers in the organization.
The extent of influence of an expert A is measured by the delegation
range 2529 I%.(i] described above. Another aspect of expertise is
the value of his service to a decision maker with given preferences.
Conditional on his delegating the decision to expert A, the expected
cost C”in equation (1) measures the benefit from delegation to decision
maker D. Taking derivatives and using the definition of i*, we find that
dCYdk® has the same sign as (k“ — if.")rﬁ”/dk". Since di%dk"> 0, the ex-
pected cost C* increases in k“ if and only if k*> kY, and C” decreases in
k“if and only if k< k”. In other words, the value of an expert’s service
to a decision maker falls as the expert’s preferences diverge from the
decision maker’s.

An expert is useless if decision makers do not want to delegate their
decisions to him. When recruiting an expert, an organization may want
to ensure that a wide range of decision makers with different preferences
will want to use the expert’s service. However, there is a trade-off between
recruiting an expert with wide influence and recruiting one with great
value. Suppose that the likely decision makers in the organization are
liberals (k‘<1). To ensure that the expert within this organization is
influential, the organization should pick an expert whose preferences
are strongly biased toward adoption. But such choice also means that
the expert has small value to any given decision maker in the organi-
zation, because very often the strongly biased expert will simply reinforce
the tendency of the decision makers to adopt.’

IV. Delegating Decisions to a Team of Experts

When decisions are delegated to a single expert, this expert decides
according to his own preferences, which do not necessarily accord with
those of the decision maker. One way to control manipulation by a
single expert is to play one expert against another. In other words,
conflicts of interest among the experts themselves may prevent the de-
cision maker from being dominated by any single expert. An additional
advantage from using more than one expert arises from potential gains

7 Another factor that affects the value of an expert is the quality of his information. In
our setup, we can model quality of information by considering a modification of the
information structure available to expert A. Suppose that the expert observes his private
signal with probability 1 — 7" and observes the true state with probability 7. An increase
in m“ represents a higher quality of A’s information. We can show that this leads to both
a higher value from delegation for any given decision maker and a wider range of
dclegation.
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from pooling diverse information. We illustrate these issues in the sim-
plest terms by considering a team of two experts.

An uninformed decision maker D considers whether to dictate the
outcome or to delegate to a team of two experts, A and B. If delegation
occurs, experts A and B face a problem of strategic information aggre-
gation. Such a game is analyzed by Li et al. (2001). For the purposes
of the present paper, we focus on simple two-way voting equilibria, cor-
responding to types of two-way voting procedures. In “unilateral adop-
tion,” the policy change is adopted if there is at least one “adopt” vote.
In “unilateral rejection,” adoption requires two “adopt” votes. These two
voting procedures have natural interpretations as two different “dele-
gation mechanisms.” In contrast to the case of a single expert, in del-
egation to a team of experts, it is no longer self-evident how the decision
maker lets the experts have their say. Some degree of control and mon-
itoring is necessary. The unilateral adoption and unilateral rejection
procedures impose minimum structure on the game of strategic infor-
mation aggregation between the two experts. They are easy to imple-
ment in practice and provide a tractable framework for our analysis of
delegation and decision maker—expert relationships.

The two delegation mechanisms define two different voting games
between A and B. Suppose that there exists a pair of thresholds (¢, ¢%)
that satisfy

(L, () = k°,
KIAE) = K. 15

Similarly, suppose that a pair of thresholds (¢7,, ¢*,) satisfy

rr II|:r‘ l.ra'a (!..‘* = ku’

PEOIE Ge) = B (3)

We use the following result by Li et al. (2001).

PROPOSITION 2. In the voting game with unilateral adoption, each
expert ¢ = a, b votes “adopt” if and only if y*= ;. In the voting game
with unilateral rejection, each expert ¢ = a, b votes “adopt” if and only
ity 2 ke,

Boundary conditions on {"and I’ can be made to ensure the existence
of the equilibrium thresholds (Li et al. 2001). Under the assumption
that {71/, and [YI!,, are increasing functions for ¢ = a, b, each of the
equilibria described above is unique.

Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.



DELEGATING DECISIONS Sg21
A.  Balance

Let C! be the expected cost to decision maker D of delegating his
decision to a team of experts A and B under unilateral adoption. We
have

C! = K{[1 = EXEXD] + REWEL). (4)

Suppose that the decision maker is a liberal. He prefers (lLl(’g_,rlllllLl; the
decision to this team to making an uninformed adoption if k{ = C:. This
is equivalent to the condition that k* be greater than the critical valu(,
L)

Similarly, let C{, be the expected cost under the unilateral rejection
delegation mechanism. We have

Ci, = k{[1 — E@IL — B
+ kgl — [1— EeGEI — B (5)

When the decision maker is a conservative, he prefers delegating the
decision to this team to making an uninformed rejection decision if
k3> C¢,. This is equivalent to requiring that k" be smaller than the
critical value I7,(t)I" (t",). Note that

L9 @) <1< I, s (%)

(fact 1). We summarize the results of the discussion in the following
proposition.*

ProOPOSITION 3. Decision maker D prefers an uninformed adoption
decision to delegation under unilateral adoption if he is sufficiently
liberal (k< I%(t9I"(t!)), prefers an uninformed rejection decision to
delegation with unilateral rejection if he is sufficiently conservative
(k"> 1% (te )L, (tL)), and prefers delegation if k is in between these
critical values.

In deriving proposition 3, we have assumed that the decision maker
can credibly commit to not overruling the decision by the team after
delegation. It turns out that if the decision maker is willing to delegate
the decision under a given mechanism, then he will not have incentives
to overrule the team’s decision when he does not monitor how the team
reaches the decision. For example, suppose that the decision maker

 Although making an uninformed decision is dominated by delegation for decision
maker D when k% e [L2(t2)LAth, Lo () LY (12,) ], proposition 3 does not directly com-
pare C! and CZ,. Such comparisons would depend on the distribution functions of the
data. With arbitrary distributions aatisl‘ying the monotone likelihood ratio property, we
cannot rule out the possibility that decision maker D })ILf(I\ dele; gmmn under unilateral
rejection to making an informed adoption decision when k< LA L2 . Similarly, we
cannot prove that decision maker [ will not prefer {l(_ll.,}_{'lliﬂl'l undu uml(llu(ll adoption
to making an informed rejection decision when k'> L7, (1! JLL(11). In light of these
observations, the range of delegation should be viewed as a conse ndlng bound.
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agrees to delegate the decision under unilateral adoption. Then, after
learning that the team has made the rejection decision, D infers that
y'< tfand y" < (!. The decision maker has no incentive to overrule this
decision because overruling requires that & < I%,(t2)I”.(¢"), in which case
D would not have agreed to delegate in the first place. Similarly, after
learning that the team has made the adoption decision, D infers that
Y2 1l or y" 2], or both. Overruling this decision requires k*> [1 —
EAUOEND/[1 — B EXt?)], but the opposite is true because D prefers
delegation to making an uninformed rejection decision. Therefore, as
in the case of a single expert, for a given delegation mechanism the
very willingness of D to delegate the decision is itself a credible com-
mitment to not overruling the team’s decision.” Moreover, the preceding
analysis implies that if the procedure itself is optimally chosen, the
decision maker has no incentive to overrule the team’s decision if k*
falls into the delegation range [I4 (5L (t2), T4, (218, (t2,))].

Several corollaries are immediate from proposition 3. First, since
L) <1 < 15, (t2) 1. (t2,) for any k* and k’ a neutral decision
maker will always prefer delegation to making an uninformed decision.
Second, since L, (¢7)L,(t7) < k*, k* and L, (¢7,)L,,(t2,) > k*, k’, any de-
cision maker with preferences &’ between k* and k” will always prefer
delegating the decision to the team of experts A and B to making the
decision himself. Third, since a team of two experts has access to more
information than a single expert, one expects that the delegation range
is larger with two experts than with one expert. To verify this claim,
note that from [“({) = k* and ("I (") = k*, we have 1> i Since
L(t)) = k71°(t8), the lower bound of the delegation range for an expert
team is k"L, (¢2)/1(¢Y). In contrast, the lower bound of the delegation
range for the single expert A is k°L,(i")/1(1%). Since 12 > I, the assumption
that ['/I”, is a strictly increasing function implies that the lower bound
for the team is smaller than for the single expert. A similar argument
establishes that the upper bound for the team is higher than for the
single expert A. Thus a team of experts A and B is acceptable to a wider
range of decision makers than either of them alone is. From the decision
maker’s point of view, adding a second expert B cannot reduce his
willingness to delegate the decision. In the worst cases, when k" is close
to either zero or infinity, the extreme expert can be rendered irrelevant
by an appropriate choice of the delegation mechanism. For example,

* The resemblance between delegating to two experts and delegating to a single expert
in terms of commitment to not overruling the decision breaks down if D monitors how
the team makes the decision. For example, suppose that k“ = * and the two signals have
the same conditional distributions. We can easily verify that there is an interval of k“ such
that D will agree to delegate under unilateral adoption but will have incentives to overrule
il the team’s adoption decision is unilateral, though not if the team reaches either adoption
or rejection decisions unanimously.
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if expert B is an extreme liberal (k" close to zero), the decision maker
can choose unilateral rejection so that delegating the decision to the
team of experts A and B is equivalent to delegating to just A. Finally,
under either unilateral adoption or unilateral rejection, as k" increases,
expert B raises his threshold of adoption and expert A lowers his in
response. This can be established by taking total derivatives of equations
(2) and using the assumption that I7L, (e = a, b) is an increasing func-
tion. Then one can show that the overall effect of an increase in k" on
the range of delegation is unambiguous: for any fixed k“, as k" increases,
both the lower bound and the upper bound of the delegation range
(2o In (), 14 (e ). (t8,)] rise. Thus a team with an expert who has
more extreme preferences for rejection is more widely acceptable
among decision makers who are conservatives but is less acceptable
among decision makers who are liberals.

We have seen in the previous section that decision makers biased in
opposite directions cannot be accommodated at the same time by any
single expert. This problem can be avoided with two experts. An or-
ganization can ensure a wide use of delegation by different types of
decision makers if the team of two experts have extreme and opposite
preferences. Such a balanced team of radicals will have a wider dele-
gation range than a one-sided team of moderates. To see this, consider
a team of two experts A and B with moderate preferences k* and k",
with k* < k. Let [I509 L"), 15,(te) 1. (t1,)] be the corresponding del-
egation range. Any decision maker with preference k" sufficiently biased
toward rejection (k’> e (e )1, (¢2,)) prefers making an uninformed
decision to delegating the decision to this team. This problem can be
overcome by recruiting another expert with a higher k’. However, doing
so without changing k“ will make the team less acceptable to decision
makers who are liberals. The solution is to reduce k* while increasing
k", that is, recruit experts who are more extreme in opposite directions.
Consider another team of two experts A, and B, with extreme and
opposite preferences, say k"' < EGHT5aY and B A5, GEIELUL).
Then, since any decision maker with preferences k' e [k, k"] is willing
to delegate the decision to this other team, the range of delegation for
the second team with experts A, and B, strictly contains the range of
delegation for the first team with experts A and B.

A balanced tcam has a greater use of dclegation than a one-sided
team because the decision maker can specify the voting procedure (uni-
lateral adoption or unilateral rejection) in delegating to a team of ex-
perts. When the decision maker is a liberal, his natural ally is the expert
who has the same bias relative to the other expert, and the delegation
mechanism of unilateral adoption protects the interests of the decision
maker by giving the control of decision making in the team to his ally.
Similarly, when the decision maker is a conservative, he relies more on
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the expert who is relatively biased toward rejection, and the procedure
of unilateral rejection protects the interests of the decision maker.
The claim has often been made that “competition of ideas” by ad-
vocates with opposing interests is the best way to bring out the true
merits of contrasting views in a debate. The claim has been cited as one
advantage of the adversarial judicial system of the Anglo-American kind
over the inquisitorial system found in continental Europe. In Dewatri-
pont and Tirole (1999), it is cheaper to provide incentives for two com-
peting advocates to gather information than for a single expert who is
responsible for collecting evidence for both sides of the debate. Their
argument does not hinge on eliciting private information from experts;
indeed, the advantage of an adversarial system may be reduced if the
collected evidence is private. In our model the benefit of having bal-
anced interests on the expert team does not come from forcing experts
with opposing interests to compete with each other. The issue of balance
in an expert team has recently also been studied by Krishna and Morgan
(2001)." As in the present paper, their model of expertise deals with
two experts on a team who have different preferences regarding the
decision; but in contrast to our model, these experts have the same
data. The authors show that there is benefit for a decision maker to
consult both experts (instead of consulting the one whose preference
is closer to that of the decision maker) only when they are biased in
opposite directions relative to the decision maker. The apparent benefit
from balancing the expert team with opposite biases arises because
eliciting private information is easier for the decision maker when the
two experts are opposed in their interests. In our model, balancing the
expert team makes the delegation more likely for a wider range of biases
of the decision maker, because the decision maker can always adopt the
appropriate delegation mechanism to rely on the more “loyal” expert.
However, using a balanced team of experts with extreme preferences
is not costless. Such a team may be very influential in the sense that it
is acceptable to a wide range of decision makers, but the value of its
expertise, while positive, is generally low. Greater conflict of interest
within a balanced team of extremists makes information transmission
less efficient. As a result the quality of the team’s decision deteriorates.
To see this point, consider the expected cost for decision maker D if
he uses a team of experts A and B. Suppose k“ < k' < k’. Under unilateral
adoption, this expected cost is given by equation (4) above. If a balanced
but more extreme team of experts (with k' < k* and k" > k") is used,
then the adoption threshold ¢/ falls and ¢’ rises. Since dC? /(" has the

" Milgrom and Roberts (1986) (sce also Shin 1994) study the situation in which experts’
information can be concealed but cannot be distorted. Another recent paper on the
problem of multiple experts is Ottaviani and Sorensen (1999); in their model the experts
are concerned with making recommendations that are validated cx post.
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same sign as k" — k' and aC?/at" has the same sign as k' — k% the ex-
pected cost C! for decision maker D unambiguously rises. The same
reasoning shows that the expected cost for decision maker D under
unilateral rejection C!, also rises when the team of experts becomes
more biased in opposite directions. Thus there is again a trade-off be-
tween influence and value for an expert team. A team that is acceptable
to a wide class of decision makers may not produce decisions that are
highly valuable.

B.  Neutrality

For a given decision maker D, the ideal team of experts should have
both experts with preferences identical to D’s. However, the analysis
above shows that having balanced preferences in the expert team makes
it widely acceptable to different decision makers. Thus there is a benefit
of having some degree of conflict in the team. Consider, then, a situation
in which decision maker D already has expert A at hand and is thinking
about bringing another expert, say B, to the team. Suppose that k! <
k. Does decision maker D want the second expert B to have the same
preference that he has (k" = kY?

The answer to this question is no. To see this, decompose dC! Jdk?
Into two parts:

dcy actdee  ac! de’

o + ,
dk" ate dk"  ot! di"

(6)

The second term of equation (6) is zero at k* = k" because dC?/dt! has
the same sign as k'— k% Since k‘<k’ and dt!/dk'<0, we get
dC" /dk" < 0. Thus decision maker D does not want the new expert B to
have a preference k" identical to his. The reason is that doing so will
force the existing expert A to be more extreme and therefore distort
A’s information. Conflict of interest exists between experts within the
team, as well as between expert B and the decision maker. Since the
cost of having an expert B just slightly less biased (toward adoption)
than he is has second-order importance, the decision maker will want
the second expert to have the appearance of neutrality. This reduces
t* and makes expert A less manipulative with his information.

With some additional assumptions it can be shown that the best expert
B for the decision maker to recruit is one with k' e (k/, ). We make
the assumption that the data of A and B have the same conditional
distributions; this ensures that the effect of B's preferences k” on his
threshold ¢/ is greater in magnitude than the effect of k” on A’s threshold
1“. We also assume that k> I%,(t2)I/,(?). This assumption is innocuous
since decision maker D would rather make an uninformed adoption
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decision if this condition is not satisfied. (The proof of proposition 4
is in the Appendix.)

PROPOSITION 4. Suppose k“< k" (i) For k' < k", expected cost C* for
the decision maker increases as k" falls. (ii) For k' > k% C? increases as
k! rises if experts A and B have the same conditional signal distributions
and k> 1% (191 @1Y).

A similar argument leads to the conclusion that dC?, /dk" < 0 for all
k' < k' and dC?, /dk'> 0 for all k*> k* when k" < TE 8. (1220 Thias,
regardless of whether the delegation mechanism is unilateral adoption
or unilateral rejection, as long as the decision maker prefers delegation
to making uninformed decisions, expected cost is minimized by choos-
ing k" somewhere between k? and k“

The logic of proposition 4 does not depend on whether the decision
maker is informed or not. In some situations a decision maker may sit
on the committee himself or delegate an expert to sit on it. Proposition
4 suggests that even if the decision maker is equally well informed as
the expert, he has an incentive to delegate the expert to sit on the
committee on his behalf in order to reduce the conflicts of interest
within the committee. By appointing someone with preferences more
similar to those of other committee members, the decision maker com-
mits himself to being less partisan and thus improves the pooling of
information within the committee.

Proposition 4 offers a theory of neutrality in collective decision mak-
ing. This theory is driven both by conflicts in interest between the de-
cision maker and the experts and by the strategic manipulations of the
two self-interested experts in the team. While we have illustrated this
point under the assumption that the two experts play a simple two-way
voting game, the same conclusion holds when more sophisticated mech-
anisms are considered.'" For example, a decision maker or his delegate
may make a recommendation, and a higher authority ultimately deter-
mines the outcome on the basis of his own private information and the
recommendation.'? In this case, it is possible for the decision maker or
his delegate to express different degrees of support for the proposal
instead of just a “yes” or “no” recommendation. A different decision
rule can be used depending on the recommendation. As long as conflict
of interest exists between the decision maker and the higher authority,
our theory suggests that the decision maker will recruit a delegate whose
preferences are closer to those of the higher authority. This ensures
that the higher authority will be less skeptical of the recommendation
and therefore rely less on his own preferences and more on the rec-

"' For a characterization of outcomes of these mechanisms, sce Li et al. (2001).
" Letterie and Swank (1997) and Letterie, Swank, and van Dalen (2000) analyze the
choice of policy advisors in related contexts and arrive at conclusions similar to ours.
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ommendation in making the final decision. The decision maker benefits
from the resulting improvement in the efficiency of information

agaregation.”

C.  Are Two Ixperts Betler than One?

In concluding that the best expert for decision maker I to recruit is
one with preferences between those of the decision maker and those
of the existing expert A, we have assumed that D cannot exclude A in
delegating the decision. Is it possible that the conflicts between D and
A are so large that D wants to recruit an expert B and delegate o B
alone?

If the delegation mechanism cannot be chosen, then having two ex-
perts can be worse than having just onc for the decision maker. For
example, a liberal decision maker prefers delegating to an expert with
moderate preferences than to a team consisting of this expert and a
hard-nosed conservative, if the team has to use the unilateral rejection
mechanism. The reason is that the unilateral rejection mechanism allows
the hard-nosed conservative membcr of the team to make the rejection
decision by himself with little input from the moderate member.

Proposition 4 can be used to argue that this is not the case, as long
as the decision maker can select the voting procedure in delegating the
decision to the team of A and B. To see this, suppose that k' < k" and
vary the preferences of expert A. If k* = 0, then under unilateral re-
jection, the team with A and B makes the same decisions as B alone,
Jdk* < 0 for k* < k', D
prefers the team to B alone for all k* <k’ That is, from the decision

because A will always choose to adopt. Since dCY
maker’s point of view, keeping a liberal expert A on board is better as
long as the delegation mechanism is unilateral rejection. On the other
hand, if £ is arbitrarily large, then under unilateral adoption, the team

makes the same decisions as B alone. Under the same assumptions as
in proposition 4, we have dC! /dk" > 0 for any k* 2 k', which implies that

" Inefficient information aggregation arises for two reasons: continnous information is
coarsened into discrete recommendations, and the thresholds for making different rec-
ommendations are chosen strategically. The result in proposition 4 implics that recruiting
a delegate with preferences closer to those of the higher decision maker would reduce
the inefficiency from strategic choice of thresholds. An additional gain not related to
proposition 4 is that lesser conflicts of interest between the expert and the higher decision
maker would allow the expert to make [iner gradations in his reccommendation and hence
reduce the incfficiency from information coarsening.
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under unilateral adoption the team is better than B alone." Thus keep-
ing a conservative expert A in the team is better as long as unilateral
adoption is the procedure. Finally, if k?< k*< k’, then the preceding
argument implies that the team is better than A alone; but since A alone
is better than B alone when k“< i’ the team is better than B alone.
Thus, under the same assumptions as in proposition 4, D will never find
it optimal to exclude A in delegating the decision, regardless of how
much A’s preferences differ from his own. In combination with our
earlier analysis, we have therefore established that a team of two experts
has not only a greater influence than either of the two experts alone
but also a greater value to any given decision maker.

V. Informed Delegation

So far we have assumed that the decision maker is uninformed, and the
delegation decision can be based only on the extent of conflicts of
interest between himself and the experts. In practice, decision makers
often have their own source of information about the decision and seek
expert advice only when needed. In this section, we consider delegation
by a privately informed decision maker to a single expert. The delegation
decision can be conditioned on the decision maker’s information as
well as on the preferences of the decision maker and the expert.

If the decision maker’s information were known to the expert, in-
formed delegation would be no different from uninformed delegation
considered in the previous sections: we need only to change the decision
maker’s prior to the posterior given his information, and all the analysis
follows through. The assumption that the decision maker’s information
is private means that the very act of delegating the decision commu-
nicates his information to the expert. By using selective delegation mech-
anisms, the decision maker can reduce manipulation by the expert in
the event of delegation.

" A numerical example shows that if the assumptions are not satisfied, using B alone
is better. Suppose that k* = 1.65 and k" = 2.72. For B, the conditional distributions are
N0, 1) and N(1, 1). If D delegates to B alone, we have {* = 1.5 and € = 0.80. Suppose
that k7 = 2.72, but the conditional distributions of A’s signal are N(0, 1) and N(0.1, 1)
so that A’s signal is much less informative than B's. When they form a team, unilateral
adoption is better than unilateral rejection for D. But even under unilateral adoption, we
have ¢ = 1.34, ¢ = 1.52, and ¢! = 0.87 > . The intuition is that under unilateral adop-
tion, Bvotes to adopt more cautiously than when he alonc is delegated the decision (i.e.,
11> 1. From the liberal decision maker’s point of view, tcaming B with A makes B too
conservative. This adverse effect is partially compensated by the fact that A votes to adopt
sometimes. But since A’s signals are not good, it is not of much help.

I
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A, Second Opinion

Suppose that decision maker D is more liberal than expert A (k< k").
If D's information favors adoption, then it is natural for the decision
maker to make the adoption decision. Consulting the expert seems both
unnecessary, because his own information supports his bias, and risky,
because A is relatively prone to rejection. On the other hand, if D's own
information argues against adoption, it seems prudent for D to get a
second reading by delegating the decision to A.

Formally, consider the following delegation mechanism with adoption
control: D delegates the decision to A only if y” falls below some thresh-
old t?, and adopts otherwise. This is equivalent to a procedure in which
one vote from either D or A is sufficient to adopt, except that voting is
sequential rather than simultaneous. Upon delegation, expert A infers
y* < t? and makes the decision on the basis of this inference and his
own data y“. Thus expert A decides in exactly the same way he would
have voted if he were a pivotal voter in a team with unilateral adoption.
The optimal decision for A is to adopt if and only if y* 2 ¢, where the
threshold (] satisfies

UL = K

Anticipating this, decision maker D sets the threshold ¢! of delegation
according to

UhIe () = k.

Thus the mechanism with adoption control is formally equivalent to
unilateral adoption.” The expected cost to the decision maker in this
case is given by

C! = K1 =ENDHEND) + k3 EXDE ().

In the symmetric situation in which the decision maker is more con-
servative than expert A (k“> k"), the mechanism with rejection control
takes the following form: D delegates only if y exceeds some threshold,
and rejects otherwise. This is formally equivalent to unilateral rejection.
The threshold of delegation for the decision maker, !, and the thresh-
old ¢!, for expert A satisfy

dpgid —
FL)LL,) = K,
o d PO
)LL) = k.
" The equivalence between simultaneous voting and sequential voting in binary elections
has been pointed out by Dekel and Piccione (2000) and Li eval. (2001). This equivalence

imphies that the decision maker never has ineentives to overrule the expert’s decision aftes
delegation,
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The expected cost to decision maker D in this case is given by
Ci. = k1 — X0 — Fre)
+ kol = [1 = BN — Er @)l

In the case of an uninformed decision maker, when the conflict of
mterest is sufficiently great between the decision maker and the expert,
delegation will never occur. Here, since D can always rely on his own
informadon, the never-delegate option seems even more attractive. How-
ever. we can show that by using the delegation mechanisms, an informed
decision maker always benefits by having the option of seeking a second
opinion from the expert, regardless of the preference conflict between
D and A. In particular, D retains control by giving the expert the au-
thority of granting a second chance to adopt a project only if the expert
is more conservative than he is. Similarly, he retains control by giving
the expert the veto power to kill a project only if the expert is more
liberal than he is. Such a combination of delegation and control dom-
mates making the decision without consulting the expert, regardless of
the extent of conflicts,

For the following proposition, let C? be the expected cost to the
decision maker who never delegates. We have seen earlier that in this
case decision maker D uses the threshold 7%, which satisfies Y = k%
Thus

C* = k{[1 — EXIY] + k3E(1.

PrOPOSITION 5. If the decision maker is more liberal than the expert
(k"< k?), then the mechanism with adoption control is better than no
delegation (C?!< C%). If the decision maker is more conservative than
the expert (k"> k), then the mechanism with rejection control is better
than no delegation (C{, < C).

The proof is straightforward. Compare C! and C”. When k“ becomes
arbitrarily large, expert A almost always chooses to reject upon dele-
gation. Since delegation is essentially the same as rejection, decision
maker D sets ¢’ very close to . This means that C?is arbitrarily close
to C’. Moreover, since dC¢/dk"> 0 for all k*> k’, we have C‘< C* for
all k"> k. By a similar argument, C?, < C” for all k" < k".

In the case of an uninformed decision maker, we have defined the
influence of an expert as the range (L1, I%.(1)] of D's preference
such that delegation occurs. With an informed decision maker, the in-
fluence cannot be defined in the same way, since D always benefits from
having the delegation option. Instead, we may take D's threshold in
seeking a second opinion as a measure of A’s influence. For the dele-
gation mechanism with adoption control, D delegates if y'< ¢/, so a
greater (! means a more influential expert A. Similarly, for the mech-
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anism with rejection control, D delegates if y* > 1!, soasmaller 1!, means
a greater influence for A.

B.  Control

When the decision maker is a liberal relative to the expert, D wants to
retain control by keeping the option of unilateral adoption. The op-
posite is true when D is a conservative relative o A. It turns out that
adopting a mechanism that delegates to the expert only when the evi-
dence y* is not conclusive either way accommodates both needs. By
retaining the option of making both decisions on the basis ot his own
information without consulting the expert, the decision maker can re-
duce manipulation by the expert and increases the value of his expertise.

Formally, suppose that decision maker D delegates the decision to
expert A only when he is not sure, that is, when his private evidence is
relatively uninformative (y" € [t?, t21)."° Upon delegation, expert A in-
fers that y* € [t¢, t4]. Then the optimal decision for A is to adopt if and
only if y* 2 1", where the threshold t“ satisfies

LS, 1) = k.

Given this, decision maker D chooses to reject if y* < (f, adopt if y'>
td, and delegate if y* e [1f, t], where (] and (3 satisfy

()L (L)

I

kY
Py = k.

The cxpe(:l.c(l cost to D in this case is given by

G = kil = B + B — B - B

+ R EN D) — B + B,

ProposITION 6. Delegating the decision with both adoption and re-
jection controls is better than the delegation mechanisms with only
adoption or rejection control (C'< C*if k' < k" and Cl<c C i kY > k).

We provide only a sketch of the proof of this result; interested readers
are referred to a closely related argument in Li et al. (2001). Suppose
that k’ < k*. Delegation only when y* < ¢! is equivalent to delegation only
when y* € [y, tY), in terms of the expected cost to the decision maker,

d a

but the three thresholds jy, t, and (¢ are not best responses to each
other. Consider an iterative process that begins with the three thresholds

'6 An alternative implementation is the following. Decision maker 1 asks expert A to
give an “adopt” or a “reject” recommendation. Decision maker D adopts if and only if
3" exceeds the threshold ¢ when A recommends adoption, and he adopts if and only if
y* exceeds a higher threshold &' when A recommends rejection,
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(y t, 17) and converges toward the thresholds (¢f, ¢4, (*). In each it-
eration the new thresholds are chosen as best responses to the previous
thresholds. Fact 4 implies that decision maker D's two thresholds mon-
otonically increase toward ¢{ and ¢, respectively, whereas expert A’s
threshold monotonically decreases toward (. Further, the expected cost
to the decision maker falls in each iteration.

Delegating the decision only when his own information is not sure
allows the decision maker to retain control of both adoption and re-
jection decisions, not just the one he is afraid of losing control of.
Suppose that D) is a liberal relative to A. In retaining the option of
unilateral adoption, the decision maker anticipates the tendency of A
to exaggerate evidence for rejection by using a low threshold of adop-
tion. This has the effect of motivating the expert to manipulate his
information and exaggerate the difference between his preferences and
those of the decision maker. In contrast, the mechanism with both
adoption and rejection controls allows the decision maker to soften his
position when he delegates. More information is communicated from
Dto A'in the event of delegation, which reduces the manipulation of
the expert and increases the value of his expertise, ultimately benefiting
the decision maker.

VI.  Conclusion

As a model of delegation and expertise, the novelty of this paper is to
consider an environment in which the value of expertise depends on
both how likely delegation occurs and how beneficial delegation is when
it does occur, and in which conflicts of interest exist both between the
decision makers and the experts and between the experts on a team.
Our model allows us to consider a host of issues, including the trade-
off between the influence and the value of experts, the balance of dif-
ferent points of view in an expert team, and the control of the decision-
making process in delegation. The overall theme of the papcr has been
the interaction between the nced for the decision maker to safeguard
own interests and the need to exploit expertise. Controlling the decision-
making process, through the choice of procedure or through condi-
tioning the delegation decision on the decision maker’s own informa-
tion, turns out to be an effective way for the decision maker to strike
a balance between these two opposing needs.

The delegation mechanisms considered in the present paper require
the decision maker to specify the game that the experts play upon
delegation. At the same time, in order for the decision maker not to
have incentives to overrule the decision reached by the expert team, it
is important that the decision maker does not monitor how the decision
is reached. It is interesting to study how decision makers can balance
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the need to minimize loss of control and the need to make use of
expertise in the absence of the commitment to no monitoring and the
commitment to not overruling. Another commitment issue worth fur-
ther research involves paying for expertisc. Organizations often hire
external consultants to provide expert opinion on a casce basis. Monctary
incentives to elicit information from self-interested experts have bheen
ignored in our analysis. It can be shown that appropriatc ¢x post moncy
transfer mechanisms (after private data arc observed) can be used to
provide incentives for truthful revelation of private information (Groves
1973; d’Aspremont and Gérard-Varet 1979). However, these mechanisms
require ex ante commitment by all parties (before private information
is observed), which may not be a realistic assumption in a reallife del-
egation environment. Paying for expertise without ex ante commitment
is an interesting issuc to study.

Appendix
Proof of Proposition 4

Part i: Since 4! /0t has the same sign as k" — I and since di? fdk" < 0, the first
term in equation (6) is negative. Since (/1" has the same sign as k" — k" and
since dt’ /dk"> 0, the second term in equation (6) is nonpositive for k"< k' Thus
dC 7dk" < 0 for all k" < k",

Part ii: Assume that the conditional distributions of ¥ and Y" are the same,
and drop superscripts @ and b for distribution functions and likelihood ratio
functions. Let

A = VLWL = LI (L)

Since I/L, is strictly increasing, we have A > 0. From equations (2) we can obtain
dtvdk® = —10 L (/A and difdk’ = P L, (1) /A, Then we can write dC! k"

as
acyde ac! d”
avdk” arl dk”
!{‘.{ . %l i i S . I iy gt I
= AR KDL + LEEEK ~ KL
I LD — kLD 1.1)
o r: .“" !i, 'Iu fn"rflf',r f.". Ir.:- +'_-' RACS. Bl e o - < pil .‘.._.'_I
A RGITRUS T W) L™
This inequality follows because l/1., is increasing. Since [, = (I— L) /[, /I, we

know that dC? /dk" has the same sign as
— (k" — k)L (O — L) + k"= KL D) — L))
= — (k" — kY[R — L)L ("] + (" = kY — L)1)
= (k" — k)[R = L (L, (D).

Since k'> k" and k'> L, (9L, (1Y), we have dC /dk"> 0.
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