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Proper exposure settings are crucial for modern machine vision cameras to
accurately convert light into clear images. However, traditional auto-exposure

solutions are vulnerable to illumination changes, splitting the continuous
acquisition of unsaturated images, which significantly degrades the overall
performance of underlying intelligent systems. Here we present the neuro-

morphic exposure control (NEC) system. This system effectively alleviates the
longstanding saturation problem at its core by exploiting bio-principles found
in peripheral vision to compute a trilinear event double integral (TEDI). This
approach enables accurate connections between events and frames in the
physics space for swift irradiance prediction, ultimately facilitating rapid
control parameter updates. Our experimental results demonstrate the
remarkable efficiency, low latency, superior generalization capability, and bio-
inspired nature of the NEC in delivering timely and robust neuromorphic
synergy for lighting-robust machine vision across a wide range of real-world
applications. These applications encompass autonomous driving, mixed-rea-

lity, and three-dimensional reconstruction.

Modern machine vision cameras, or more generally referred to as
active pixel sensors (APS), convert light into electrical signals through
accumulated exposure, delivering continuous images and essentially
serve as the primary visual input of various intelligent systems, such as
autonomous driving', surgical robots?, and mixed reality’. However,
the rapid expansion of the market (projected to reach 32.2 billion USD
by 2029%) is accompanied by vulnerabilities to illumination changes. In
the absence of appropriate settings, sensor measurements may suffer
from over/under-exposure, splitting the continuous acquisition of
unsaturated images that significantly degrade the overall performance
of underlying intelligent systems. For instance, in visual optometry>®,
the presence of saturated images hinders the effective connections
between frames, distorts trajectories, and corrupts the 3D modeling
process. Saturated images also blind the sensor, resulting in the loss of
effective perception, thereby introducing bias into the decision-

making process. An illustrative instance of this problem is the
failures’ of emergency braking in autonomous vehicles under a sudden
transition from dark to bright. To mitigate these saturation problems,
cameras require the capability to adjust their attributes for data
acquisition, a task commonly referred to exposure control (EC).

The research on exposure controls (EC), as depicted in Fig. 1a,
primarily relies on image sampling. Early approaches rely on simple
image statistics like average intensity®® or histogram'®" to solve the
exposure control as a feedback control problem. However, their con-
vergence to proper exposure consumes many image samples and
requires an even distribution of scene illumination, making the
adjustment slow in natural scenes. When strong lighting variations
happen, these methods generally take a long time to help the camera
adapt to the new irradiance level. Later works reformulate the problem
as a prediction problem and exploit information including image
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Fig. 1| Principle and system workflow of the NEC. Diagrams of (a) conventional
exposure control (EC) and (b) proposed neuromorphic exposure control (NEC)
with an analogy of (d) neuromorphic exposure control to (c) pupil control path-
way. The NEC brings fundamental bio-principles from the pupillary control path-
way and peripheral vision into the design space and implementation, offering low

Asynchronous processing

latency, efficiency, and simple yet effective exposure control, which fundamentally
avoids over/under-exposure (shown in b). In contrast, the conventional exposure
control adjusts parameters slowly, resulting in over-exposed images under
extreme dynamic lighting (shown in a).

entropy", image gradient”, image features®* semantics” ", and opti-
cal flow™ in captured images to predict exposure setting for future
capturing. However, the success prediction highly relies on the quality
of the image data and the context in the scenes. For low-level statistics
like gradient” or entropy?, its performance is easily degraded by
motion artifacts, which happen commonly in robotics systems when
there are relative motions. For high-level semantics, like object
consistency”, one cannot guarantee the scenes always contain objects
that satisfy the need of the control pipeline.

Currently, previous discussions are limited to the image data.
Consequently, the updates of camera parameters only occur after the

saturation has taken place. This is a strong circular dependency that
fundamentally leads to the saturation problem. Furthermore, natural
lighting is intricate and encompasses a dynamic range exceeding
280 bB"?° (requiring >1.2Million digits for representation). This
implies that significant changes in natural lighting cannot be captured
through single sampling, particularly when employing modern
machine vision cameras with a dynamic range of only 60 bB (equiva-
lent to 256 digits for 8-bit images). As a result, standard built-in EC*
typically consumes dozens of images to search for the optimal expo-
sure parameter. The consequence is the presence of a series of satu-
rated images, as commonly observed under lighting changes (e.g.,
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Fig. 1a). Moreover, the framing process incurs a substantial latency
(>30 ms for a 30 Hz camera), and when multiple image samples are
employed, the overall latency accumulates linearly, significantly
impairing performance of the intelligent system for a considerable
duration (hundreds of milliseconds). Therefore, it is imperative to
develop fundamental solutions that break the circular dependency
and effectively handle rapid illumination changes encountered in real-
world scenarios.

Human eyes possess remarkable capabilities to function effec-
tively under challenging lighting and motions. These capabilities are
governed by important bio-principles that hold great potential for
inspiring the performance improvement of machine vision cameras in
extreme lighting scenarios. In the human midbrain, a pupillary control
pathway* (shown in Fig. 1c) has been established to leverage the low-
latency biological spiking signals generated from the retina, where rod
and cone cells are located, to regulate the total amount of light
exposed to our eyes. Drawing inspiration from this bio-principle, we
have incorporated it into the development of EC algorithms. As illu-
strated in Fig. 1b, our approach, dubbed as NEC, combines neuro-
morphic events and image modalities in an asynchronous manner to
continuously update the exposure parameters. By simulating biologi-
cal spikes from the rods and cones, the neuromorphic events exhibit
high sensitivity to even minor illumination changes, operating inde-
pendently of the exposure setting. This characteristic enables rapid
updates of the control signal and fundamentally breaks the circular
dependency inherent in traditional EC solutions.

The system design of NEC, as illustrated in Fig. 1d, takes both
events (provided by the event camera®?*) and frames as input, con-
necting them in physical space to provide a high-rate update of the
scene irradiance, which represents the scene illumination. To reversely
compute an optimal exposure setting (see “Control framework”), we
employ the camera response function” (CRF). However, such com-
putation is highly inefficient for the nonlinear event generation model,
requiring dense recursive computation event-wise in quadratic time
complexity® (see “Physical relation for events and frames”). In con-
trast, the peripheral vision in human eyes”” (see Fig. 1c, the eye)
operates at a lower resolution to encompass a wider field of view,
effectively reducing the computational load on the brain by nearly
350 x » while still providing a general understanding of the scene. We
utilize this bio-principle in human eyes to develop the peripheral
conversion, which first converts events and frames to a resolution-
reduced peripheral vision space and then computes the peripheral
version of the proposed trilinear event double integral (P-TEDI, see
“Fast irradiance computation in peripheral vision”). This approach
significantly improves the overall computation speed (600 x
improvements, Runtime evaluation) while maintaining accuracy (see
proof in Supplementary Section 3), satisfying real-time constraints
imposed by the EC tasks (real-time factor equal to 19, Runtime
evaluation).

Our proposed NEC demonstrates embodied neuromorphic
synergy*®*! for modern machine vision cameras in various practical
applications, including autonomous driving (Object detection for safe
autonomous driving), mixed reality (In-field hand-pose detection for
mixed reality), 3D reconstruction (Feature detection for finer 3D
reconstruction), medical facial recognition (Sectio). Results indicate
that with the proposed NEC, core algorithms (object detection®’, hand
recognition®, feature tracking®) in these systems consistently achieve
higher accuracy and better performance under extreme lighting
changes. In addition, the NEC exhibits a high level of generalizability,
successfully avoiding saturation problems in various scenes (urban,
highway, campus, and laboratory), motions (static, head moving,
handheld shaking, and vehicles driving), and lighting conditions
(indoor lighting, direct sunlight, shadows, reflections, and tunnel
lighting). Notably, in the static indoor evaluation (see Supplementary
Section 4.6), the number of saturated images is reduced from

hundreds (355 for Navid®) to only one slightly saturated image
(around 10 percent pixels). The high efficiency, low latency, and bio-
inspired nature of the proposed NEC provide timely and robust neu-
romorphic synergy for lighting-robust machine vision at a low cost.
This can benefit a substantial number of real-world intelligent appli-
cations and guide the design of next-generation machine vision
systems.

Results

We assess the proposed neuromorphic exposure control (NEC) in both
simulated and real-world tasks, including object detection, hand/face
key-point detection, feature point tracking, and 3D reconstruction
across various scenes (urban tunnel, residential, highway, campus,
hospital, and indoor laboratory), lighting conditions (tunnel/building/
laboratory lighting and direct sunlight), and platforms (vehicle/head-
mounted/handheld systems).

In the evaluation, we compare the NEC with state-of-the-arts,
including Navid'®, Shim", and Begin'®. Navid'® is a widely used image
histogram for feedback exposure control. Shim" is a prediction-based
method that maximizes the gradient in the synthetic images to provide
robust predictions. Begin'® is based on the optical flow and saturation
evaluation for better exposure control. We provide the semantics of
three methods in the Supplementary Fig. S9 for reference. Three
methods are implemented in C++ with optimized parameters by their
authors to ensure efficiency. To ensure robustness, we disable the gain
for Navid in real-world experiments. The maximum exposure time and
gain settings for each experiment can be found in Supplementary
Table S2. Additionally, in the evaluations of simulated driving in
“Synthetic evaluation in CARLA simulator”, we compare the NEC with
fixed exposure, which involves setting the parameters at the beginning
and keeping them unchanged throughout each test.

Object detection for safe autonomous driving

Ensuring safety is of utmost importance in autonomous driving®-.
However, conventional vision sensors often struggle to quickly adjust
the exposure parameter when encountering scenes with significant
illumination changes. This results in a blind effect phenomenon, where
the vision system fails to detect critical objects and misses out
important information for subsequent decision-making. Such chal-
lenges are frequently encountered in typical driving scenarios, such as
entrance zones of tunnels or parking garages. The NEC overcomes
these limitations by providing rapid response at the microsecond level.
It effectively reduces saturation and ensures effective and reliable
operation of the sensing system.

Synthetic evaluation in CARLA simulator. Experimental Setup. We
simulate the entire process of image acquisition from a vehicle driving
at a scene with significant illumination changes using the CARLA
simulator®. As shown in Fig. 2a, the driving scenarios consist of urban
cities during the daytime. We utilize the Tesla Model 3 as the test
vehicle and select the tunnel environment in Town 03. The route is
traversed twice, starting from the middle of the tunnel and ending at
two different sides of the tunnel, respectively. The vehicle exits the
tunnel at an average speed of 200 km h™. The illumination change
between the inner and outer of the tunnel is set to 120 bB, replicating a
typical midday sunlight. Consequently, the on-vehicle camera will
experience strong illumination changes as the vehicle drives out of the
tunnel. Toward the end of the route, we place several cars and
pedestrians to assess the detection performance under various expo-
sure control algorithms. For more detailed information, please refer to
Supplementary Section 4.2.

Object Detection. We evaluate the proposed method using
MMDetection®?, which is known for its state-of-the-art detection per-
formance. The evaluation metrics used are the average precision (AP)
and mean average precision (mAP) of object detection at 50%
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Fig. 2 | Evaluation on simulated driving. a The tunnel environment, test vehicle,
and ending points of the two routes in the CARLA simulator. b Average detection
precision using images generated by different exposure control methods.

¢ Comparison for the first detection time of a specific pedestrian on route 1. The

Our NEC, t = 57.06s

Our NEC, t = 57.52s

proposed NEC enables an early detection of the pedestrian, =460 ms (57.06 s
versus 57.52s), indicated by the back arrow. This early adjustment provides the
vehicle with nearly 26 m for emergency braking.

intersection over union (loU), as defined in the Supplementary Sec-
tion 4.1. The comparison in Fig. 2b illustrates the performance of our
NEC with Shim®, Navid'®, Begin®®, and fixed exposure. Across all three
classes (car, person, and truck) involved in the synthetic evaluation,
our NEC outperforms others by a large margin. Regarding the overall
mAP performance, the NEC outperforms Shim by 56% (55.7 versus
35.7), Navid by 129% (55.7 versus 24.3), and Begin by 14% (55.7 versus
39.5). This is attributed to the NEC’s ability to rapidly adjust camera
parameters (exposure time in Fig. 3a, gain in Fig. 3b) when the vehicle
exits the tunnel. Consequently, the system effectively reduces the
over-exposed rate below a valid threshold (50%, Fig. 3c).

In comparison, other benchmark methods nearly reach full
saturation (Fig. 3c, dotted line, fully saturated). This occurs primarily
because conventional exposure control relies solely on the image
sensor for control. As the vehicle travels at a high speed (221km h™),
the natural lighting drastically increases upon exiting the tunnel
(Fig. 3d, 57.065s). At this moment, Navid solely utilizes histogram
information for feedback adjustment, resulting in slow adjustment and
pronounced over-exposure (Fig. 3d, 57.09s), similar to manual EC.
Shim employs image gradient prediction, yielding slightly better per-
formance than Navid (35.7 mAP for Shim, 24.3 mAP for Navid). How-
ever, under such intense dynamic lighting conditions, the image itself
may become saturated, removing the essential gradient information
required by Shim and increasing its latency (Fig. 3d, Shim, 70.76 s).

Begin'® fuses the optical flow with the prediction of saturation, thus
achieving faster adjustment speed and slightly better performance
(39.5 mAP for Begin) compared with Shim (35.7 mAP). In contrast, the
NEC, by design, is highly sensitive to minor irradiance changes and
provides a low-latency control signal to the camera. Consequently, the
NEC can properly adjust the cameraimmediately after the illumination
change and well before image capture commences, effectively miti-
gating over-exposure (Fig. 3d, 57.09 s). For more details, please refer to
Supplementary Movie 1.

Emergency Response. The detection of pedestrians is of vital
importance in autonomous or assisted-driving vehicles, particularly in
scenarios where on-vehicle cameras encounter saturation problems
that can greatly delay the response time of the decision system. In
Fig. 2c, we present evidence that demonstrates the successful detec-
tion of a pedestrian in the middle of the road by the on-vehicle camera
using the proposed NEC, with an 84.8% confidence level at time
=460 ms earlier than conventional EC methods. Considering the
vehicle’s average speed of 200 km h™, such a reduction in latency
provides the vehicle with nearly 26 meters of additional safe braking
distance if needed.

Real-world evaluation. We further validate the proposed NEC in real-
world vehicles (Fig. 4a). The driving scenarios are typical highway
tunnels on a sunny day with minor clouds. The system setup and
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a Exposure time. b Gain. ¢ Over-exposed rate. d Three consecutive frames from
57.02 s to 57.09 s demonstrate the rapid adjustment capability of our NEC method.

t=70.76s

t=57.09s

In contrast, the conventional methods (Shim”, Navid'®, and Begin™®) take a sig-
nificant amount of time to adapt from the dark indoor lighting to the bright sun-
light. This convergence process often takes dozens of seconds (70.76 s).

driving details are provided in Supplementary Section 4.3. In Fig. 4d,
the vehicle is facing direct sunlight (when exiting the tunnel at
t=137.55s), which rapidly increases the illumination. At this moment,
conventional solutions (Shim and Navid) fail to rapidly adjust the
exposure setting (Fig. 4b), resulting in an intense increase of the over-
exposed rate (Fig. 4d). In Fig. 4c, we observe that while Shim starts to
reduce the gain nearly at the same time as NEC, it still cannot predict a

physically correct exposure time (Fig. 4b, the zoom-in area), leading to
the saturated image and failing the object detection as shown in Fig. 4f,
t=137.5sto t=140s. The proposed NEC, in comparison, can compute
physically correct parameters and directly set optimal exposure
parameters, alleviating the saturation problem (Fig. 4f, t=137.5s) and
successfully maintaining a much lower saturation rate (over-exposed
rate of 40% in Fig. 4d) to ensure success and continuous object
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Fig. 4 | Evaluation on real-world driving. a Acquisition system. b Exposure time.
¢ Gain. d Over-exposed rate. e Mean average precision (mAP). f Object detection

results when the acquisition vehicle is driving out of a tunnel. The proposed NEC
effectively manages the substantial increase in natural lighting when the vehicle

t = 146.0s

exits the tunnel, ensuring consistent detection by swiftly adapting to this drastic
change in lighting conditions and preventing the occurrence of over-exposed
images. This avoids any potential compromise in the accuracy of the detection
process (see t=137.5s in f).

detection. In Fig. 4e, we observe a notable improvement in mAP with
the proposed NEC (mAP 73.37), which is 72.8% better than Navid (mAP
42.45) and 47.3% better than Shim (mAP 49.79). Refer to the Supple-
mentary Movie 2 for full details.

To evaluate the robustness of the proposed NEC, we provide a
long-distance driving evaluation (7.4km) in Supplementary

Section 4.8, Supplementary Movie 8, and 9. We compare the pro-
posed NEC with Shim and Begin in the experiment, directly showing
that the proposed NEC can robustly function in daily scenes with
performance similar to conventional exposure controls while
enabling much faster adjustment in challenging lighting conditions
(e.g., the tunnel exit).
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g Detection results of hand pose recognition. The proposed NEC effectively

t=9.563s

t=15.55s

manages the significant increase in natural lighting when the test subject walks out
of the building, ensuring consistent and reliable detection of the user’s hand (see
t=9.22sing).

In-field hand-pose detection for mixed reality

Detecting hand pose in the field is essential but challenging’®, parti-
cularly when encountering the in-field usage of mixed reality (MR)
devices, where users frequently transition between indoor and out-
door environments. These transitions often come with strong lighting
variations that conventional exposure control is unable to handle,
resulting in longer latency and a negative impact on the user
experience.

In Fig. 5a, we utilize a head-mounted device equipped with three
downward-facing DAVIS cameras to capture human hand movements.
The testing environment involves typical indoor-outdoor transitions in
common urban environments (Fig. 5b, more details in Supplementary
Section 4.4). In Fig. 5d-g, the test subject walks out of a building and
encounters a sudden increase in overall illumination due to direct
sunlight (Fig. 5g, t = 9.22 s). This increase in illumination leads to strong
saturation in the images captured by Navid and Shim, resulting in an
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intense rise in the over-exposed rate (Fig. 5f). As depicted in Fig. 5g,
image-based exposure control can result in the over-exposure pro-
blem, causing state-of-the-art hand pose detection (RTMPose*) to
perform poorly on these saturated images. Consequently, the overall
performance percentage of correct keypoints (PCK) decreases (Shim:
80.74, Navid: 66.33 in Fig. 5c). With the proposed NEC, the transition
from indoor to outdoor is smooth (due to early adjustment in Fig. 5d),
and the over-exposed rate remains consistently low (below 10% in
Fig. 5f), which benefits keypoint detection, allowing it to consistently
function and maintain a high PCK score (89.29 in Fig. 5c). Refer to the
Supplementary Movie 3 for more details.

The proposed NEC could also benefit medical AR/VR devices in
surgical lights. In Supplementary Section 4.7, we provide an evaluation
of the proposed NEC using professional treatment luminaires in a
dental office. The results directly show that the proposed NEC enables
earlier adjustments and successfully removes saturation during diag-
nosis. This not only reduces display latency but also improves the
detection accuracy of human facial keypoints, providing a better user
experience for the doctor. We provide Movie description in Supple-
mentary Movie 6 and 7.

Feature detection for finer 3D reconstruction

Vision-based 3D mapping, or simultaneous localization and mapping
(SLAM), serves as a fundamental module for robotics® as well as
spatial computing devices*°. However, in real-world environments,
rapid illumination changes pose significant challenges to modern
machine vision sensors, resulting in over/under-exposure problems.
Although these problems may occur briefly and only affect a few
images, they can significantly disrupt the continuous feature tracking
necessary for vision-based trajectory estimation. As a result, this
disruption can cause significant deviations in the trajectory and
ultimately have a detrimental impact on the quality of the 3D
reconstruction.

In Fig. 6, we utilize a handheld 3D scanning device equipped with
three cameras working simultaneously to scan historic buildings dur-
ing midday (more details in Supplementary Section 4.5 and Supple-
mentary Movie 4). The scanning covers the surface of the structures
following the trajectory illustrated in Fig. 6a. During midday, the
structure surface presents a mixture of complex lighting conditions
that require exposure control to quickly adjust its parameters during
scanning. However, conventional EC algorithms are slow and often
result in over/under-exposure (Fig. 6f, under-exposure at t=16.37 s
and over-exposure at t=24.99s for Shim and Navid, respectively),
which significantly reduces the matched inliers of the scale-invariant
feature transform (SIFT**). These problems happened across the whole
scanning (Fig. 6e, both Shim and Navid easily reach full saturation).
With rapid adjustment (e.g., Fig. 6d, -1 s earlier), the over-exposure rate
of the proposed NEC rarely exceeds 35%.

Figure 7 presents the 3D reconstruction results using images
captured by Navid'®, Shim®, and our NEC. We observe that the models
in Fig. 7a and b fail to reconstruct the bright side of the structure due to
the tracking loss caused by the image over-exposure. In contrast,
Fig. 7c presents a complete and fine model reconstructed from unsa-
turated images captured by our NEC.

Runtime evaluation

We evaluate the computation efficiency of the proposed NEC in event
processing rate and the real-time factor. The event processing rate
indicates the number of events data the system can process with each
second. The real-time factor is defined as the ratio of the total interval
of the data (i.e., events and frames) to the total processing time.
Therefore, achieving a real-time performance requires a factor >1.
Since the major bottleneck lies in the event processing for the double
integral, we compare the proposed P-TEDI with three other state-of-

the-art asynchronous event double integrals, including our Fast-EDI*,
EDI*>, and mEDI*®. To ensure a fair comparison, the benchmark is
performed on the same computation platform using a single central
processing unit (CPU) of a laptop equipped with the Intel i7-
10870H@2.2 GHz and 32 GB random access memory (RAM). All
methods are implemented using C++. Table 1 presents the evaluation
results. Overall, the proposed P-TEDI is 8 x faster than Fast-EDI* and
623 x faster than mEDI, demonstrating the efficiency improvement of
the proposed peripheral conversion. Regarding the real-time factor,
the proposed P-TEDI achieves a value of 19, which is significantly >1,
suggesting a real-time running performance is viable even on low-end
devices.

Discussion

In this work, driven by the bio-principles from human visual systems,
i.e., the pupillary control pathway and peripheral vision, we have
designed and implemented the neuromorphic exposure control
(NEC), which fundamentally alleviates the saturation problem that
long troubling real-world intelligent systems. The NEC, trilinear event
double integral, and peripheral event/image conversions break the
circular dependency in previous research and present a new para-
digm for the exposure control problem. The high efficiency, low
latency, and bio-inspired nature of NEC provide timely and robust
neuromorphic synergy for lighting-robust machine vision at a low
cost, benefiting a substantial number of real-world intelligent appli-
cations and guiding the design of next-generation exposure control
in machine vision.

Limitations

The proposed NEC has two major limitations. On the hardware side,
the DAVIS camera does not support re-capture during exposure.
Therefore, if challenging lighting changes occur during the exposure
time, one frame will inevitably be over-/under-exposed. Our work-
around is to use the direct integration from the previous frame to skip
this frame in the TEDI framework to ensure robustness. The better
solution is to re-capture the frame immediately at the hardware level
and this could be achieved by redesigning the ISP in future work.

On the algorithmic side, the proposed NEC is purely based on the
computation of physical lighting and is not specifically optimized for
each downstream task. In future works, it is possible to add metrics like
gradient or entropy into the pipeline to evaluate the video stream and
optimize the exposure parameters to improve performance for each
downstream task.

This work has focused on employing the DAVIS camera to validate
the principle of NEC. Moving forward, we envision exploring additional
opportunities for tailored sensor configurations, such as RGB-event,
infrared-event, and HDR-event. This exploration raises multiple novel
research inquiries, including spatial-temporal calibration, optical/
mechanical design, fusion algorithms development, optimal synchro-
nization, and integration with the camera driver system.

Methods

Control framework

The primary objective of NEC is to reduce the saturation in image
capturing by rapidally setting appropriate exposure parameters. To
this end, we leverage both events and frames to estimate scene irra-
diance, allowing us to determine the optimal exposure values,
including exposure time and gain.

Exposure time. We utilize the log inverse camera response function
(log-iCRF) to relate the irradiance L(x), exposure time T, and image
intensity /(x), with X =(x, y) denoting the pixel position. The camera
response function® is given by /(X)=fgr(H(X)), Where H(x) is the
exposure of pixel x given by H(x) = T - L(x). Then, the log-iCRF can be
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Shim
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matches (see f, t=16.37 s and t=24.99 s, as evidenced by Navid and Shim), and
disrupt the continuous feature matching, which is substantial for visual localization
and 3D reconstruction. The proposed NEC yields unsaturated, high-fidelity, sub-
stantially increased accurate matches (242.85 in b).

represented as:

Inf cpe (0)= InT+ InL(x), M

with In(-) denotes the natural logarithm operator. As shown in Fig. 8d,
the log-iCRF function allows us to input the desired intensity value and
obtain the desired underlying exposure. Therefore, we can compute
an optimal intensity value to determine the optimal exposure and
avoid saturation by utilizing the log-iCRF and scene irradiance L(x).
To avoid over/under-exposure, we need to place the pixel inten-
sity in the middle of the dynamic range to increase the separation
between two edges, as shown in Fig. 8d. However, for off-the-shelf APS
sensors, the exposure time setting is applied uniformly to all pixels.
Therefore, we require a unified intensity value applied to all pixels. To
achieve this, we utilize the log-space mean irradiance to derive an
intensity value. By setting the mean value mean (InL(t)) to the middle
of the dynamic range, we effectively position the majority of pixels at

this optimal, thereby avoiding the saturation problem. The optimal
exposure time T, can be obtained as:

Tope = XD (ln f ke (ope) — mean(in L(t))), @)

where 1o, =f cre (expEZ% ) is the goal intensity that represents
the middle of the dynamic range. We exclude a number of nonlinear
digits near the edge. In this case, the valid digits range from 9 to 250.

To accurately estimate the mean irradiance, we develop a new
model, dubbed trilinear event double integral (discussed in “Physical
relation for events and frames”). We have also adapted this model to
the peripheral vision to enhance the computation speed (discussed in
“Fast irradiance computation in peripheral vision”). This improvement
greatly reduces the computation load, enabling real-time irradiance
estimation for high-rate exposure control.
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The control framework updates the exposure time in the follow-
ing manner:

Tset = Ti +fw(Terr)Terr' (3)

where Ter = (T; — Tope) represents the error; T is the exposure time we
seek to set for the next image capturing; T; is the exposure time of i
image; fu( - ) is a weighting function (Fig. 8e) to weight the error,
reducing the flashing effect when the change in irradiance is subtle.

Gain. The exposure parameter is represented using both time and
gain. Once the time T exceeds the maximum bound, the gain is then
adjusted. This strategy adjusts the exposure time first to minimize the

Table 1 | Runtime comparisons against existing solutions

Method Event Processing Rate (1) Real-time Factor (1)
(Million Events per (Real-time 2 1)
Second)

EDI* 1.11 £0.0036 0.47 £0.01

mEDI?® 0.21 £+0.0002 0.081 +£0.00017

Fast-EDI" 15.84 +0.1 2.03+0.014

P-TEDI (Proposed) 130.82+2.17 19.01+0.3

1 means the higher the value the better. We provide the event processing rate and real-time
factor of three different algorithms with standard error, tested under identical conditions. The
real-time factor is defined by dividing the total runtime by the event duration, real-time perfor-
mance is achieved if the factor is >1.

decrease of signal-to-noise ratio caused by increasing the gain”. The
gain K;; and exposure time T;; of the i + 1 image are calculated as
follows:

Tset
Ky “4)
In each update of the mean irradiance, we compute the corre-
sponding gain and exposure time using Equation (2) to (4). These
computed values are then sent to the camera, which adjusts its para-
meters for image acquisition accordingly. Once the camera is ready, it
captures an image without over/under-saturation. It is important to
highlight that our method relies solely on the physical computation of
irradiance and does not make any assumptions about the scenes being
captured. This makes our approach more general and robust com-
pared to methods that rely on explicit assumptions such as object
consistency or image gradient consistency®.

T
Kii=max(1, =),
T nax

Tiv1=

Physical relation for events and frames

The proposed NEC leverages physical estimation of the scene irra-
diance to support its high-rate update of the control parameter.
However, accurately estimating the scene irradiance presents a sig-
nificant challenge. Directly accumulating events can be biased by noise,
and the presence of motion blur can significantly impact the accuracy
of irradiance estimation from images. Therefore, we propose a joint
event-frame integration model to compute the irradiance signal. Con-
ventionally, this is achieved by the event double integral (EDI)*.
However, EDI suffers from inaccuracies and strong non-linearity in
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threshold parameters when facing strong lighting variations (refer to
Supplementary Section 1.1 for detailed experimental analysis), leading
to time-consuming optimizations for parameter identification®®**,

Trilinear Event Double Integral (TEDI). By modeling the temporal
formation process of the event camera using linear parameters, we
seek to establish the connection between events and frames (refer to
Supplementary Section 1.2.3 for complete derivation), enabling effi-
cient online irradiance prediction. The complete form for irradiance
computation is derived by:

InL(g,x)=InL(x) — InE;(g, T,X), with

5
Ei(€ T, %)= ik [ oy €XP(cTD(g, £, X))dL, ®

where L(g, x) is the irradiance of pixel x at time g; L(X) represents the
temporal average irradiance obtained from the image /(x) using the
CRF, i.e, L(X)= e (IX)); T is the exposure interval for the image
I(x). ¢ defines the positive and negative threshold values, i.e., ¢" and c’;
D(g, t, x) defines the direct integral; these two vectors are given by:

C+
c- { )

c
where D'(g, t, X) and D (g, ¢, X) are the direct integral for positive and
negative events, respectively; D (g, t,x) and D; (g, t, X) represent the
linear compensation defined by linear parameters {a*, b*, a’, b’} (refer
to Supplementary Section 4.2 for detail formulations). The compen-
sation is applied to the direct integral once the linear function yields a

positive value. Therefore, for smooth motion and lighting, the mod-
eling is the same as the conventional model, consistent with the theory

D*(g,t,x)+D} (g, t,x)

- < , (6)
D™ (g, t,X)+D_ (g, t,X)

},D(g,t,x)={

threshold obtained from the physical settings**. For radical motion or
lighting changes, the compensation will reduce the prediction error.

Optimization. The proposed TEDI is a model-based method that
requires calibration of the parameters. Once done, the model can
provide an accurate prediction of the irradiance using events and
frames.

We calibrate the overall 6 parameters i.e.,, p={a‘, b*, ¢',a’, b", ¢}
using the least square solver®. Given two images and corresponding
events, we utilize the TEDI to recover the latent irradiance at the same
moment, e.g., L(g, X) =L;1(g, X), where L,(g, x) is the latent irradiance
reconstructed using image /; at time g, L; (g, X) using image /_;.
Therefore, using a video sequence with Niyg images and correspond-
ing events, we can establish the irradiance consistency across frames.
The optimal parameters p’ can be estimated by solving the optimiza-
tion problem:

Nimg

p =argming > " Li(g,X) — L; 1(g,X).

i=1 xeX

@)

We use the theory threshold** for initialization of the ¢* and ¢* and
optimize all linear parameters (results in Supplementary Table S1).
These linear parameters reduce the prediction error for large lighting
variations (see Supplementary Fig. S2h for comparisons), making
possible accurate prediction of the irradiance.

Fast irradiance computation in peripheral vision
As discussed in Equation (2), determining the optimal exposure time
relies on calculating the mean irradiance by averaging the irradiance
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L(g, x) in Equation (5). However, the computational burden of com-
puting the double integral in such scenarios is overwhelming, parti-
cularly with event cameras that generate millions of events per second.
While our TEDI approach utilizes linear parameters to avoid online
parameter optimization, processing millions of events per second
remains highly challenging. Previous work* demonstrated that buf-
fering the exponential results of the event integral can achieve linear
processing time for the double integral model. However, the Fast-EDI
method* requires extensive memory buffering, with each event gen-
erating a new computation result. Storing millions of these results
necessitates frequent access to various memory blocks, ultimately
limiting the method’s overall performance.

The human visual system employs a fascinating bio-principle that
reduces the number of photoreceptor cells in the peripheral region to
obtain a wider general view. This conversion optimizes the efficiency
of bio-information processing in the brain. Motivated by the efficient
processing strategy of peripheral vision in the human visual system, we
propose the Peripheral-TEDI, a highly efficient processing paradigm
that significantly alleviates the processing burden.

We first define the peripheral vision that converts pixels in the
peripheral region R of the image plane to a single pixel representing
the overall lighting condition of the region. For this process, we utilize
the log scale mean of the irradiance for conversion, giving as:

InP(t) ~ NLZ InL(t,x), 8)

R xeR

where P(t) is the irradiance in the peripheral region, Ny is the number of
the peripheral region R. Similar to the formation process of an image
(detailed in Supplementary Section 1.1.2), the exposure in the peripheral
region equals the integration of irradiance over exposure time, which
also equals the temporal average irradiance P times the exposure time:

mP:/ TP(t)dt. 9)
te

For the image data, as illustrated in Fig. 8a, we take the mean of the
intensity of pixels in the region R to approximate, indicated as:

- 1,1
ITIP ~fcéF<N—RZI<x>>.

xeR

10)

For the events, we take the mean of the log space event direct integral to
generate a new irradiance curve in the peripheral region, indicated as:

1
Dp(g' t): N—RZD(g' tr X), (11)

xeR

where Dp(g, ?) is the direct integral in the peripheral region. This pro-
cess reduces the demand for accessing different positions x but
necessarily preserves all events for high accuracy. In the peripheral
region (Fig. 8c), the coordinate is reduced to one and the direct inte-
gral is the mean of all integrals (e.g., integrals 1 to 4 in Fig. 8b).
Therefore, the whole process equates all pixels in the image plane to
one large pixel, and the event of each previous small pixel is equivalent
to the event in the large pixel with a smaller contribution to
illumination.
After the conversion, the forward prediction in the peripheral
region is given by:
P(t)=P(g) exp(cTD (g, 1)). (12)
Then, incorporating Equation (12) into Equation (9) yields a double
integral in the peripheral vision (refer to the Supplementary Section 3

for the complete derivation):

TP=P(g) /t _ EXP(eTD,(g, D)dr. 13)

With taking the log of both sides, the TEDI in the peripheral vision
(Peripheral-TEDI) is expressed as:

InP@g)=InP+InE, (g 7), with
Ep i@ T)= 77 [ cer €XP(€TD,(g, 1)L,

where In P is given by taking the log of both sides of Equation (10):

14)

= _ 1
NP~ Inf i (7, 2160 —InITl. (15)

xeR

We set the peripheral region R as the entire image plane to
estimate the general illumination for the exposure control system
in Equation (2), i.e., mean(InL(t)) ~ In P(t). By reducing the com-
putation of TEDI to a single pixel using Peripheral-TEDI, we can
significantly reduce the memory consumption and access time*,
while boosting the processing speed. In the Supplementary Sec-
tion 3, we present comprehensive proof of the conversion from
TEDI to P-TEDI for computing the mean irradiance, showing that
P-TEDI can significantly improve efficiency without sacrificing
accuracy.

Informed consent from the human research participant for the
publication of their images have been obtained.

Reporting summary
Further information on research design is available in the Nature
Portfolio Reporting Summary linked to this article.

Data availability
The data used in this study are available in the repository [https://doi.
0rg/10.25442/hku.26211053.v1].

Code availability

The source codes of this study are available in the repository [https://
doi.org/10.25442/hku.26206397.v1]. This code is freely accessible. We
provide the real-time executable version written in C++. All the infor-
mation including system requirements, installation guide, updates,
and instructions for use can be found on the code page.
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