
S P E C I A L S E C T I ON PA P E R

BDLUT: Blind image denoising with hardware-optimized
look-up tables

Boyu Li, SID Student Member1 | Zhilin Ai, SID Student Member1 |

Baizhou Jiang1 | Binxiao Huang1 | Jason Chun Lok Li1 | Jie Liu2 |

Zhengyuan Tu2 | Guoyu Wang2 | Daihai Yu2 | Ngai Wong1

1Department of Electrical and Electronic
Engineering, The University of Hong
Kong, Pok Fu Lam, Hong Kong
2TCL Corporate Research (HK) Co., Ltd.,
Pak Shek Kok, Hong Kong

Correspondence
Ngai Wong, Department of Electrical and
Electronic Engineering, The University of
Hong Kong, Pok Fu Lam 99077, Hong
Kong.
Email: nwong@eee.hku.hk

Funding information
This research was supported in part by the
HKU-TCL Joint Research Centre for
Artificial Intelligence and in part by the
General Research Fund (GRF) project
17203224 and the Theme-based Research
Scheme (TRS) project T45-701/22-R of the
Research Grants Council (RGC), Hong
Kong SAR.

Abstract

Denoising sensor-captured images on edge display devices remains challenging

due to deep neural networks' (DNNs) high computational overhead and synthetic

noise training limitations. This work proposes BDLUT(-D), a novel blind denois-

ing method combining optimized lookup tables (LUTs) with hardware-centric

design. While BDLUT describes the LUT-based network architecture, BDLUT-D

represents BDLUT trained with a specialized noise degradation model. Designed

for edge deployment, BDLUT(-D) eliminates neural processing units (NPUs) and

functions as a standalone ASIC IP solution. Experimental results demonstrate

BDLUT-D achieves up to 2.42 dB improvement over state-of-the-art LUT

methods on mixed-noise-intensity benchmarks, requiring only 66 KB storage.

FPGA implementation shows over 10� reduction in logic resources, 75% less

storage compared to DNN accelerators, while achieving 57% faster processing

than traditional bilateral filtering methods. These optimizations enable practi-

cal integration into edge scenarios like low-cost webcam enhancement and

real-time 4K-to-4K denoising without compromising resolution or latency. By

enhancing silicon efficiency and removing external accelerator dependencies,

BDLUT(-D) establishes a new standard for practical edge imaging denoising.

Implementation is available at https://github.com/HKU-LiBoyu/BDLUT.
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1 | INTRODUCTION

Image denoising is a fundamental task in computer
vision, aiming to recover a clean image from noisy

inputs. Traditional methods, such as the bilateral filter
(BF),1-4 the block-matching and 3D (CBM3D) filter,5 and
multi-channel weighted nuclear norm minimization
(MC-WNNM),6 struggle with complex or non-stationary
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noise patterns. Recent advances in deep neural networks
(DNNs)7,8 have significantly improved denoising perfor-
mance by learning complex noise distributions. While
DNNs often outperform classical methods, they come
with challenges such as high computational costs, large
dataset requirements, and the risk of overfitting when
faced with unseen noise types.

A key limitation of conventional denoising models lies
in their reliance on idealized noise assumptions, particularly
additive white Gaussian noise (AWGN). Real-world image
noise, however, often exhibits complex, spatially dependent,
and non-Gaussian characteristics that deviate significantly
from these simplified models. While blind super-resolution
(SR) techniques9—and by extension blind denoising—
address unknown noise distributions through data-driven
approaches, existing solutions predominantly depend on
computationally intensive DNNs. Recent advances in
lookup tables (LUTs),10-13 particularly Hundred-Kilobyte
Lookup Tables (HKLUT),14 offer a promising alternative by
precomputing noise-to-clean mappings to drastically reduce
inference-time computational overhead. Though LUT-based
methods demonstrate potential for balancing performance
with hardware efficiency in tasks like SR, their adaptation
to blind denoising remains unexplored, presenting an
opportunity to bridge the gap between real-world noise
complexity and resource-efficient processing.

In this work, we develop BDLUT(-D), a novel
approach that integrates blind denoising with LUT-based
processing. Our method efficiently handles noise uncer-
tainty while leveraging LUTs for real-time embedded
applications. Through extensive experimentation, as
shown in Figure 1, we demonstrate that BDLUT(-D)

achieves competitive denoising performance with mini-
mal computational overhead, making it a promising
solution for practical image denoising task. The key
contributions of this work are as follows:

• The first integration of blind denoising with LUT-based
processing, validated through extensive experiments on
adequate benchmarks and real-world datasets.

• Enhanced kernel design based on HKLUT for
improved denoising performance and hardware effi-
ciency, achieving state-of-the-art (SOTA) performance
with only 66 KB storage.

• Efficient FPGA implementation and verification, achiev-
ing significant resource savings and speed improvements
compared to conventional DNN and BF accelerators.

2 | RELATED WORK

2.1 | Classical approaches

Classical denoising methods, such as the BF,1-4 BM3D,5

and MC-WNNM,6 have long been utilized to improve
image quality. The BF method preserves edges while
reducing noise by applying a combination of domain and
range filtering. Hardware implementations of BF, using
techniques like LUTs or specialized filters, have been pro-
posed to accelerate the denoising process. Figure 2A illus-
trates the traditional BF denoising method: The image is
first corrupted with Gaussian noise of a certain intensity
and then denoised using the BF algorithm.2 Additionally,
optimization techniques such as approximate computing
and kernel isotropic transformation have been explored to
improve the hardware implementation of BF.1,3,4 The
speed of BF hardware is inherently constrained by the
intensive multiplication operations it requires. Moreover,
achieving high denoising accuracy with the BF algorithm
demands substantial computational resources, which
significantly limits its scalability. BM3D improves perfor-
mance by leveraging block similarity between image
regions, but its high computational complexity poses
challenges for efficient hardware implementation.

2.2 | Deep learning approaches

Figure 2B depicts a conventional deep learning-based
denoising framework, where a DNN is trained to remove
Gaussian noise of predetermined intensity from cor-
rupted images. Researchers have also explored deploying
such DNNs on FPGAs for real-time denoising applica-
tions. Deep learning models, such as DnCNN8 and

FIGURE 1 Comparison of PSNR (Test set: images from

Kodak24 are evenly divided into three groups, each corrupted by

AWGN with noise levels of σ¼ 15, σ¼ 25, and σ¼ 50. Train set:

DIV2K with σ¼ 15 AWGN for non-blind LUT) and model sizes

between BDLUT(-D) and other schemes.
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SwinIR,7 have achieved state-of-the-art (SOTA) denoising
performance by learning intricate noise patterns from
extensive datasets. While DnCNN employs residual
learning to isolate noise efficiently, SwinIR leverages a
hierarchical attention mechanism for enhanced image
restoration. Despite their effectiveness, these models
demand substantial computational resources, including
memory and processing power, rendering them impracti-
cal for resource-constrained embedded systems. Efforts to
mitigate these challenges include the CNN denoising
accelerator,15 which simplifies DnCNN into a lightweight
variant (Light-DnCNN) and optimizes hardware

integration for reduced data transfer overhead. However,
experimental evaluations reveal that even this stream-
lined implementation consumes significant FPGA logic
resources, leads to high power consumption, and intro-
duces substantial processing delays, limiting its viability
for low-power edge applications.

2.3 | LUT-based approaches

For image processing tasks, LUT-based methods10-14

offer a significant advantage over traditional and DNN-

FIGURE 2 Denoising schemes: (A) classical BF; (B) DNN/CNN; (C) LUT-based network: upper branch without noise degradation

model (BDLUT), versus lower branch with noise degradation model (BDLUT-D) where the noise is added in two successive stages, each

stage can be either Gaussian or Poisson noise chosen by a prescribed probability.
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based methods by maintaining high performance while
dramatically reducing computation and improving com-
putational efficiency. These methods minimize the need
for complex calculations by pre-computing values and
storing them in memory for rapid retrieval. For instance,
MuLUT11 uses multiple LUTs in parallel to enhance the
receptive field and improve denoising quality. LUT-based
approaches are particularly appealing for hardware
implementation due to their low computational cost, sim-
plicity, and fast processing speed. However, the applica-
tion of LUTs specifically for denoising and their
hardware implementation has not been widely explored.
Figure 2C illustrates our proposed LUT-based denoising
method. The upper branch shows the traditional
approach of adding Gaussian noise, while the lower
branch integrates degradation models (random noise)
and applies LUT-based algorithms for denoising, in both
software and hardware implementations. The hardware-
accelerated LUT version achieves high-quality denoising
with significantly reduced computational overhead,
highlighting the advantages of LUT-based processing.

2.4 | Degradation models

Noise degradation (or simply degradation) models16-18

are crucial for training denoising models and simulating
real-world noise characteristics. These models enhance
the ability of denoising methods to generalize across a
wide range of noise types and degradation scenarios. Our
approach incorporates a degradation model, allowing
our LUT-based method to effectively handle more com-
plex and variable noise, thereby increasing its adaptabil-
ity for practical applications.

BDLUT(-D) is a hardware-optimized LUT-based
denoising solution that integrates blind denoising with
efficient hardware processing. Unlike classical and DNN-

based methods, which assume specific noise models and
require high computational resources, BDLUT(-D) can
handle various types of noise without prior knowledge,
making it more flexible and efficient. By using LUTs, we
significantly reduce computational overhead, enabling
real-time performance on embedded systems. Our
method demonstrates superior efficiency and speed, par-
ticularly in resource-constrained environments, offering
a promising solution for practical image denoising tasks.

3 | DEVELOPMENT OF BDLUT

3.1 | Optimized kernel design

LUT has been widely used in the field of image SR, which
has good learning abilities and is more hardware-
friendly. In order to achieve better denoising results
while being more suitable for hardware computation, we
have made some improvements based on the HKLUT
model.14

The overall BDLUT model architecture and corre-
sponding CNN structure is visible in Figure 3: The 8-bit
input noisy image is split into two branches (i.e., 4 most
significant bits [MSBs] and 4 least significant bits [LSBs]
as in SPLUT19) for processing. At inference, the CNN net-
work with a first convolutional layer kernel size of K is
converted to its corresponding LUT block. After rotation
ensemble and addition, the output image of previous
module is fed into the subsequent module for the same
operation to achieve further noise reduction, creating a
cascade structure. The final output (byi) for a single
BDLUT branch is calculated using the following formula:

byi ¼
1
N

1
Mk

X
N

k¼0

X
Mk

j¼0

R�1
j ðLUTkðRjðxiÞÞÞ ð1Þ

FIGURE 3 BDLUT architecture featuring dual-branch LUT structure with rotation ensemble. BDLUT-D refers to BDLUT trained with

the extra two-stage noise degradation model for producing noisy data, which is removed during inference.
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where xi is input to a branch, LUTk is the kth LUT, Rj

and R�1
j denote the jth rotation 90 ∘ operation and its

inverse operation, N is the number of kernels, and Mk is
the number of rotation operations for the corresponding
kernel.

For image denoising, larger receptive field (RF)
generally improves performance, as also demonstrated by
Luo et al.20 However, the storage size of the look-up table
(LUT) can be mathematically expressed as vn, where v
denotes the quantization bit width and n represents the
number of input. Consequently, the storage requirement
exhibits exponential growth in proportion to the number
of input pixels provided to the corresponding convolu-
tional neural network (CNN). To enlarge the RF for
better image noise reduction without excessively consum-
ing hardware storage resources, we employ the rotation
ensemble method, which is widely utilized in SR-LUT,10

Mu-LUT,11 and HK-LUT.14 As detailed in Figure 4, the
rotation ensemble method employs four distinct 3-pixel
kernels to achieve full coverage of the 5�5 receptive field
(RF) region. Each kernel is systematically rotated around
the pivot point through four angular configurations:
0 ∘ , 90 ∘ , 180 ∘ , and 270 ∘ , with the combined set ensuring
comprehensive spatial sampling. All kernels overlap at
the pivot point, and the L kernel overlaps with the
H kernel area. This method enables the use of substan-
tially larger RF while limiting CNN input pixel count.

In the process of implementing our model in hard-
ware, the primary operations involved are addition, divi-
sion, and LUT. It is widely understood that the division
operation consumes the most resources among all opera-
tions when implemented in hardware. In our BDLUT
model, we change the value of N/Mk in Equation (1)
from 3/4, as in the MSB branch of HKLUT model, to 4/4.
This modification is achieved by adding an L-kernel,
which effectively makes the two divisors even. This stra-
tegic enhancement optimizes the division operation in
our model, transforming it into a shift operation. Further-
more, within the RF area of the CNN, pixels at the center
have a greater influence on the model's output results, as

demonstrated by Luo et al.20 Hence, we designated the
fourth kernel as the L-kernel (as shown in Figure 4). This
design allows for a more meticulous learning of the char-
acteristics of the RF central area in the image. This is
built upon the foundational work of the first three ker-
nels (H, D, and B), which ensure an RF size of 5�5.
Overall, this strategic enhancement not only makes the
model highly efficient when implemented in FPGA but
also significantly improves its image denoising perfor-
mance compared to other LUT method.

Certainly, the incorporation of an L-kernel to form
the BDLUT does marginally escalate the model size.
However, this slight increase is inconsequential when
compared to the substantial savings in hardware
resources and the improvement in image denoising per-
formance. In fact, even after this modification, our model
size remains the smallest compared to other widely used
LUT models for image processing. In Table 6, after inte-
grating the L kernel into both the MSB and LSB
branches, the PSNR of the image improved.

In the pursuit of enhanced denoising efficacy and
hardware compatibility, we have also modified our model
to employ a symmetrical parallel structure. Specifically, we
set the number of kernels in the two branches MSB/LSB
to 4/4. The image denoising capability can be optimized by
expanding the RF of both the MSB and LSB of the input
pixels. Our subsequent experimental results substantiate
that this symmetrical parallel structure offers the best
image denoising proficiency (cf. Table 6). Moreover,
despite the increase in model size, the hardware memory
remains entirely adequate for its accommodation.

3.2 | Real-world blind noise
degradation model

Existing LUT methods, whether employed for image
super-resolution or denoising tasks, are specifically
trained for certain application scenarios with known
resolution scales or noise levels. However, in real-world

FIGURE 4 LUTs with four different kernels

are on the left. Colored-bordered squares

indicate pixel positions obtainable through 90 ∘

rotations. On the right, the final LUT

composition displays squares with multiple

colors, representing pixels extracted by multiple

LUTs, fully covering a 5�5 RF.
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applications, the type and intensity of noise are often
unknown and complex. To enhance the generality and
applicability of the model, we integrate a two-stage sto-
chastic noise degradation model, adapted from Real-
ESRGAN,9 into our training process, as illustrated in
Figure 2. This modification aims to simulate unknown or
real-world noise, thereby aiding our BDLUT in achieving
superior denoising results on blind and real-world noise.

In the degradation model, we first chose Gaussian
additive noise. It is well known that the Gaussian noise
assumption is the most prudent choice in the absence of
noise information.21 Traditional degradation models16,17

often use Gaussian additive noise to simulate real-world
noise, but this alone is insufficient. To better reflect real-
world conditions, we add Poisson noise as a complemen-
tary noise type. Gaussian additive noise follows a Gaussian
distribution, with the intensity being dependent on the
standard deviation of this distribution. By adding indepen-
dently sampled noise to each channel of the RGB image,
we can generate color noise. However, as demonstrated by
Nam and Hwang et al.,22 the camera imaging process typi-
cally removes the channel-independent characteristics of
noise. To simulate this realistic condition, we apply the
same sampled noise across all three channels, thereby gen-
erating gray noise. Poisson noise, on the other hand,
adheres to a Poisson distribution, and its intensity esca-
lates in proportion to the increase in image intensity.

Figure 3 illustrates the structure of the noise model
and the process of its constituent BDLUT for blind image
denoising. Our approach involves superimposing
noise onto the image twice, with each instance's type of
noise (Gaussian or Poisson) and method of addition
(color or gray) randomly determined by probabilistic
parameters. Parameters relating to noise intensity, among
others, are also randomly chosen within a specific range.
The classical degradation model16,17 is limited to a fixed
set of basic degradation types, representing a first-order
approximation of real-world degradation processes.
Recently, BSRGAN18 introduces a random shuffling strat-
egy to synthesize more realistic degradation patterns.
Nevertheless, this approach remains constrained by a
fixed set of degradation processes, and the practical utility
of all shuffled degradations remains uncertain. In con-
trast, our second-order degradation modeling for the
noise model provides enhanced flexibility and strikes an
optimal balance between simplicity and effectiveness.
Overall, our strategy aptly simulates the characteristics of
blind noise or real-world diverse degradation processes in
the absence of training data. Then we implement the
two-stage noise degradation model using a carefully
designed parameter set and train the LUT model using a
simulated dataset generated by this noise model. The
experimental results of our model processed through the

degradation model outperform or approach the perfor-
mance of some non-blind models.

In addition, the noise degradation model enhances
the stability and generalization capability of BDLUT,
enabling it to handle variable noise more effectively. As
shown in Figure 1, BDLUT-D, which incorporates the
degradation model, maintains a high PSNR on datasets
containing multiple types of noise, demonstrating its
robustness and generalizability. Furthermore, the non-
blind model BDLUT also achieves competitive PSNR per-
formance, indicating that the structural design of our
model also contributes to its robustness.

4 | DESIGN OF THE HARDWARE
LOOKUP TABLE MODULE

4.1 | Architecture of the lookup table
module

In previous studies,1,3,4 shardware implementations of
noise reduction have utilized BF method due to its sim-
plicity. However, the algorithm's reliance on multiplica-
tion necessitates the use of hardware multipliers, which
consume significant resources and introduce delays. Fur-
thermore, the denoising performance of the BF does not
match that of LUT and DNN methods. Meanwhile, build-
ing on the hardware-friendly Light-DnCNN,15 a CNN
accelerator incorporating depth-wise separable convolu-
tion and a fused-layer architecture was designed. Despite
extensive optimization of both the algorithm and hard-
ware implementation, the numerous MAC operations
inherent in CNN algorithms inevitably consume substan-
tial logic resources. To address these challenges, several
previous studies have proposed LUT-based super-
resolution and denoising methods, highlighting their
hardware advantages and conducting experiments on
CPUs or Raspberry Pi platforms. However, none of these
studies have mapped the LUT method to FPGA or ASIC
implementations.

This work presents the first FPGA implementation
of a LUT processing element (PE) by mapping the table
lookup module of BDLUT to hardware. The overall
architecture is shown in Figure 5. BDLUT employs four
types of kernels—H, D, B, and L—each covering a 5�
5 receptive field, rotated by 0�, 90�, 180�, and 270�,
respectively. Thus, our LUT PE accepts a 5� 5 RGB pixel
block as input.

To enhance data processing parallelism and acceler-
ate video stream processing, the 5�5 RGB pixel block is
split into its R, G, and B channels. Each channel is then
processed in parallel by three identical LUT calculation
units. After processing, each channel outputs a pixel

LI ET AL. 633
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corresponding to the central pixel of the 5�5 block,
thereby performing noise reduction. Finally, the
processed R, G, and B channels are reassembled into a
single 3-channel RGB pixel.

4.2 | Circuit implementation

The hardware implementation across the three channels is
consistent, as shown in Figure 5. For each channel, a 5�5
pixel block (comprising 8-bit pixels) is first divided into
most significant bit (MSB, 4-bit) and least significant bit
(LSB, 4-bit) components. This separation enables differ-
ential processing based on bit significance. Concurrently,
the center pixel is extracted for subsequent addition.

In each kernel, the algorithmic advantages are
reflected in the hardware design, allowing the Block
RAM (BRAM) size to be reduced from 28 to 2�24. Both
the MSB and LSB pixel blocks are fed into the address
generator. Based on the arrangement of the H, D, B, and
L kernels within the 5�5 pixel grid, a 8-bit or 12-bit
address is formed for every three pixels. Additionally,
since the algorithm includes image rotations of 0�, 90�,
180�, and 270�, the address generator produces a total of
32 addresses, which are sent to the BRAM Array. Mean-
time, to minimize the overall storage size, each individual
BRAM cell uses dual-port BRAM, effectively halving the
total BRAM resource usage. The BRAM Array consists of
16 dual-port BRAM cells, each with a depth of 28 for LSB
and 212 for MSB and a width of 8. In each cycle, 32 8-bit
values are retrieved simultaneously. These 32 values,
along with the center pixel generated by the MSB and
LSB splitter, enter the adder tree module for averaging.
The averaging process is performed by a shift module
that shifts the result 1 or 2 bits to the right.

To mitigate shift errors caused by the MSB and LSB
during shifting and accumulation, a selection judgment
is made on the last 2-bit value before the shift. This

determines whether to add 1 to the final result, ensuring
that the hardware accurately maps the algorithm without
introducing errors.

In the overall LUT PE, the entire calculation module
excludes multiplication operations, significantly reducing
logic resource consumption and processing delays.

5 | EXPERIMENTS

5.1 | Experiment setup

5.1.1 | Datasets and metrics

We use DIV2K23 dataset as training set. For testing the
denoising effect of BDLUT with known noise level, we
add additive White Gaussian noise (AWGN) with three
noise levels, that is, σ¼ 15,25,50 to DIV2K to train the
model. We also use DIV2K with the addition of random
noise generated by the noise degradation model to train a
model BDLUT-D specialized for blind image denoising,
and test under blind AWGN and unknown real-world
noise. In the noise degradation model, we add Gaussian
noises and Poisson noises to image with a probability of
0.5 and 0.5, respectively. The noise sigma range and Pois-
son noise scale are chosen between ½0,50� and ½0:05,3�,
respectively (½0,50� and ½0:05,0:25� for the second-order
noise stage). The gray noise probability is set to 0.4
for both two stage noise addition. We use widely used
peak signal-to-noise ratio (PSNR) as an evaluation met-
ric. For color image denosing, CBSD68,24 Kodak24,25

McMaster,26 and Urban10027 are used as the benchmark
dataset. For grayscale image denosing, BSD6824 and
Set128 are used as the benchmark dataset. For real-world
noise denosing, SIDD-Medium Dataset28 is used as train-
ing dataset, and SIDD Validation Data28 is used as bench-
mark dataset. To simulate realistic noise variations, we
implement a composite evaluation protocol: From each

FIGURE 5 Architecture of the LUT processing element (PE), showing the RGB channel separation, parallel processing paths, and

efficient memory organization.
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AWGN-corrupted test set (σ = 15, 25, 50), we strategi-
cally sample one-third of images to construct mixed-
noise-intensity benchmarks. This systematic approach
enables comprehensive assessment of model robustness
across heterogeneous degradation levels, particularly
revealing performance characteristics under non-uniform
noise distributions. To further validate the robustness
and generalization of BDLUT-D, and to conduct noise
model ablation studies, we add salt and pepper (SP) noise
to the benchmark dataset for testing.

5.1.2 | Experimental setting

The network is first trained with DIV2 K training images
for 200 k iterations with a batch size of 16 on Nvidia RTX
3090 GPUs. The Adam optimizer (β1 ¼ 0:9,β2 ¼ 0:999 and
ϵ¼ 1e �8) with the MSE loss is used. The initial learning
rate is set to 5�10�4, which decays to one-tenth after
100 k and 150 k iterations, respectively. Then the network
will be transformed into LUT for performance evaluation.
Figure 6 illustrates the architecture and implementation
of the LUT-based video streaming system. As shown in
Figure 6A, the LUT PE was implemented on the ZCU102
FPGA platform. The algorithmic lookup table was first
converted to the COE format and preloaded into BRAM.
Output pixels were computed through the BRAM-based
LUT and rigorously compared with algorithmic results to
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FIGURE 6 (A) Architecture of the LUT-based video streaming

system implemented on the ZCU102 FPGA platform;

(B) experimental setup for the FPGA-HDMI-CPU heterogeneous

system.
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validate functional correctness. The image processing
pipeline comprises a data preprocessing module and two
parallel processing stages, enabling simultaneous data
handling. To achieve real-time video streaming and
seamless display, the system leverages the ZCU102's
HDMI PHY interface for external video stream input/out-
put. Specifically, the HDMI RX subsystem captures raw
video streams via the HDMI PHY, converts them into the
AXI-Stream (AXIS) format, and feeds them to the pixel
processing modules. Conversely, the HDMI TX subsys-
tem transmits processed AXIS data back to the HDMI
PHY for output to a 4K display. The entire HDMI IP
framework is managed by the ZCU102's embedded Arm®

Cortex®-A53 CPU. For video input, a Zidoo Z9X PRO
player was utilized, supporting resolutions ranging from
480 P to 4K. Figure 6B details the practical experimental
setup. The FPGA development board interfaces with a
laptop via JTAG and UART for bitstream programming
and real-time debugging. The HDMI RX port connects to
the video player via HDMI cable, while the HDMI TX
port routes processed video data to the 4K display. This
configuration ensures end-to-end validation of the video
processing pipeline under practical conditions.

5.1.3 | Baselines

Consistent with previous work, we evaluate BDLUT
against several well-recognized denoising methods and
LUT-based methods, including CBM3D,5 MC-WNNM,6

DnCNN,8 SwinIR,7 SR-LUT,10 MuLUT,11 and SPF-LUT.12

5.2 | Algorithm performance
comparison of model accuracy

5.2.1 | Image denoising performance

Table 1 shows the performance of our method compared
to various other methods for color and grayscale images
with σ¼ 15,25,50 AWGN and also compare the size of
different models. As evidenced by the table, our
BDLUT framework achieves competitive denoising per-
formance on color images, while maintaining a signifi-
cantly smaller model size compared to other LUT-based
methods-a clear demonstration of its architectural supe-
riority. Notably, while the BDLUT-D variant (trained
with randomized Gaussian noise levels) excels in blind
AWGN denoising scenarios, its performance becomes
suboptimal when tested on fixed-noise-level bench-
marks. This limitation stems from the inherent mis-
match between its noise-agnostic training protocol and
the precisely defined noise characteristics in non-blind
evaluation settings.

5.2.2 | General AWGN denoising
performance

While BDLUT-D demonstrates a decrease in performance
when evaluated on fixed-intensity Gaussian noise test sets
(a result of its training with randomized noise levels), as
shown in Tables 2 and 3, it significantly outperforms com-
peting methods in mixed-noise-intensity benchmarks,

TABLE 2 Quantitative comparison (PSNR/dB) for colorscale image denoising on mixed-noise-intensity benchmark datasets that are

constructed by evenly dividing the original dataset into three subsets, each corrupted with AWGN at σ = 15, 25, and 50, respectively.

Method Train set (σ) CBSD68 Kodak24 Urban100 McMaster

SR-LUT10 15 28.26 28.12 27.78 29.15

25 28.13 28.70 27.44 29.71

50 27.22 28.22 26.12 29.20

MuLUT-SDY-X211 15 28.23 28.49 28.48 29.76

25 28.11 28.72 27.95 30.15

50 27.21 28.04 26.40 29.23

SPF-LUT-Net12 15 27.95 28.17 28.24 29.54

25 27.94 28.41 28.47 30.27

50 27.57 28.69 27.14 29.90

BDLUT (ours) 15 28.26 28.58 28.12 29.46

25 28.46 29.19 28.17 30.49

50 26.82 27.93 26.42 29.75

BDLUT-D (ours) — 29.00 29.70 28.54 31.16

Note: Best performance (PSNR/dB) is shown in bold.
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which better mimic the diverse noise environments
encountered in real-world image degradation scenarios.
This performance discrepancy arises from the inherent
compatibility between BDLUT-D's noise-agnostic training
approach and the varied, unpredictable noise characteris-
tics typically found in practical imaging situations. This
key advantage makes BDLUT-D particularly valuable for
deployment in real-world applications, where noise condi-
tions are often highly dynamic and cannot be easily antici-
pated or modeled in advance. In Table 4, the first three
rows represent BDLUTs generated after training with

images corrupted by AWGN at different noise levels, while
the last row represents the BDLUT-D, which was trained
using a specially designed degradation model. We evalu-
ated these four models on the color benchmark dataset
with AWGN at various noise levels. In the table, it is evi-
dent that BDLUT-D demonstrates greater robustness com-
pared to BDLUT. While the model trained on a dataset
with σ¼ 15 AWGN may perform well in handling images
with σ¼ 15 AWGN, it may struggle when faced with
new, unfamiliar image processing scenarios. Referencing
Table 4, the BDLUT-D model ranks second only to the
BDLUT model trained on a dataset degraded with a noise
level matching that of the test dataset. Consequently, the
integration of the degradation model in BDLUT-D
enhances its cross-scene generalization capabilities. The
noise degradation model, featuring adjustable parameters
across a range, various noise types, and noise addition
methods, may exhibit reduced PSNR when addressing a
single noise type. However, this trade-off enhances its
generality, resulting in overall improved performance
when dealing with multiple noise types. Based on the
observations above, it is evident that BDLUT-D offers dis-
tinct advantages in environments characterized by vary-
ing levels of image noise and a scarcity of suitable
training datasets.

5.2.3 | Real-world noisy image denoising
performance

Table 5 compares the denoising effect of each method on
realistic noisy image dataset. While BDLUT-D may not
perform as well as BDLUT in denoising realistic noise
images from SIDD dataset, it offers greater practicality.
In real-world settings, noise characteristics are often

TABLE 5 Quantitative comparison

(PSNR/dB) for real-world image

denoising on validation datasets. Dataset

Method

SRLUT10 MuLUT-SDY-X211 SPF-LUT-Net12 BDLUT-D BDLUT

SIDD 34.30 40.09 40.20 36.44 39.37

TABLE 4 Quantitative comparison (PSNR/dB) for general AWGN image denoising.

Method Train set

CBSD68 Kodak24 Urban100 McMaster

σ¼ 15 σ¼ 25 σ¼ 50 σ¼ 15 σ¼ 25 σ¼ 50 σ¼ 15 σ¼ 25 σ¼ 50 σ¼ 15 σ¼ 25 σ¼ 50

BDLUT σ¼ 15 33.41 29.68 21.70 34.18 29.91 21.65 33.17 29.39 21.79 35.67 30.62 22.09

σ¼ 25 30.70 30.56 24.13 31.70 31.42 24.46 30.41 29.92 24.19 33.60 32.84 25.04

σ¼ 50 26.78 26.88 26.81 28.73 28.63 27.93 26.52 26.47 26.27 30.09 30.04 29.12

BDLUT-D — 31.46 30.52 25.02 32.05 31.19 25.88 30.62 29.71 25.30 34.08 32.80 26.60

Note: Best performance in each column is shown in blue, and the second best is shown in red.

TABLE 3 Quantitative comparison (PSNR/dB) for grayscale

image denoising on mixed-noise-intensity benchmark datasets that

are constructed by evenly dividing the original dataset into three

subsets, each corrupted with AWGN at σ = 15, 25, and 50,

respectively.

Method Train set (σ) BSD68 Set12

SR-LUT10 15 23.85 24.17

25 24.94 25.54

50 24.88 25.64

MuLUT-SDY-X211 15 24.24 24.67

25 25.11 25.98

50 25.21 25.97

SPF-LUT-Net12 15 23.85 24.25

25 25.13 26.08

50 25.74 26.94

BDLUT (ours) 15 24.21 24.56

25 25.45 26.31

50 25.48 26.41

BDLUT-D (ours) — 26.34 27.18

Note: Best performance is shown in bold.
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unknown, and it is challenging to have a deterministic
dataset covering the right mix of noisy data for robust
training purpose. By incorporating the degradation
model, BDLUT-D can be blind trained to effectively
adapt to various real-world noise scenarios for image
denoising. BDLUT excels in handling real-world
image noise present in the training dataset but struggles
with unlearned situations. In contrast, BDLUT-D demon-
strates greater versatility and performs more effectively
across a range of scenarios.

5.2.4 | Kernel and RF performance

Table 6 illustrates the color image denoising perfor-
mance of BDLUT using various kernel and RF combina-
tions on MSB and LSB. First, when comparing the
selection of HD/HDB and HDB/HD for MSB/LSB,
respectively, it is evident that HDB/HD is not uniformly
superior to HD/HDB. The addition of sigma =

25, 50 AWGN for the McMaster dataset results in a
larger PSNR for HD/HDB than for HDB/HD. And in
other situations, the difference between HDB/HD and
HD/HDB is not significant, with the PSNR difference
remaining within 0.2 dB. Thus, both MSB and LSB
make equal contributions to image denoising perfor-
mance. Second, HDBL/HDBL surpasses HD/HD,
HDB/HDB, HDB/HD, HDBL/HD, and HDBL/HD, indi-
cating that a larger RF in either MSB or LSB branches
corresponds to higher PSNR (i.e., better denoising
result). Third, the PSNR of HDBL/HDBL is larger than
that of HDB/HDB in denoising, signifying that the
L-kernel LUT added to both the MSB and LSB branches
is highly effective. Lastly, HDBL/HDBL has a higher
PSNR than HD/HD, HDBL/HD, and HD/HDBL in
image denoising tasks, indicating it is the best combina-
tion among all the hardware-friendly model combina-
tions with an even number of kernels. Regarding model
size, although HDBL/HDBL is the largest among all the
kernel combinations, it remains relatively small and
acceptable for hardware implementation.

5.2.5 | Qualitative analysis

Figures 7 and 8 visually demonstrate the denoising effects
of various LUT methods, presenting comparative results
for two distinct cases: color images with AWGN at a
noise level of 15, and color images corrupted by real-
world noise. As shown in Figures 7 and 8, while SR-LUT
and MuLUT retain some noise artifacts in their denoised
images and SPF-LUT produces blurred results with lost
details and textures, our proposed BDLUT maintains a T
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better balance between noise removal and detail reten-
tion. Furthermore, our blind denoising model BDLUT-D
demonstrates competitive performance relative to other
LUT methods, even without specific scenario training,
suggesting its practical adaptability.

5.2.6 | Ablation study

Table 7 presents a comparative evaluation of BDLUT-D,
incorporating the degradation model, against other LUT-
based methods for handling unknown noise types

FIGURE 7 Qualitative comparison for color image denoising at a noise level of 15 AWGN on McMaster dataset.

FIGURE 8 Qualitative comparison for color image denoising at real-world noise on SIDD validation dataset.
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(e.g., SP noise commonly encountered in the display
domain). The experimental results demonstrate that
BDLUT-D achieves the highest PSNR values, indicating
its superior generalizability in image denoising even
when processing out-of-distribution noise patterns. These
findings suggest that the integration of the degradation
model significantly enhances BDLUT-D's robustness and
generalizability versus other approaches, making it
highly practical for real-world scenarios characterized by
random and variable noise conditions.

5.3 | System performance comparison of
hardware metrics

The LUT processing element (PE), which eliminates multi-
plication operations, achieves an operating frequency of
375 MHz on FPGA. Its architecture utilizes 7137 look-up
tables (LUTs), 162 flip-flops (FFs), and 3026 Kb of BRAM
while consuming 0.644 W of power, and notably avoids
digital signal processing (DSP) units entirely. To validate
the advantages of the LUT PE, we benchmark it against
the BF design1,3,4 and a DNN accelerator15 for 1024�1024
image processing, as summarized in Table 8. Compared

to the BF design, our approach demonstrates superior
SSIM/PSNR metrics while maintaining comparable LUT
and FF utilization and reducing DSP consumption by
100%. By eschewing multipliers, the LUT PE achieves
higher maximum frequencies (375 MHz vs. prior works)
and frame rates, significantly boosting throughput. Fur-
thermore, the simplified architecture enhances maintain-
ability and scalability, permitting straightforward
adaptation to larger input resolutions or diverse FPGA
platforms without compromising flexibility.

6 | CONCLUSION

This paper has proposed BDLUT(-D), a blind denoising
approach that integrates hardware-optimized lookup
tables to deliver a standalone ASIC IP solution for
efficient and effective image restoration. BDLUT(-D)
achieves SOTA denoising performance while reducing
hardware resource usage by orders of magnitude com-
pared to prior solutions, eliminating the need for special-
ized NPU/DNN accelerators. This efficiency enables
seamless deployment in real-time edge applications,
including low-end webcam enhancement and

TABLE 7 Quantitative comparison

(PSNR/dB) for SP noise removal (best

performance in bold).

Method Train set (σ) CBSD68 Kodak24 Urban100 McMaster

SR-LUT10 15 18.37 18.71 19.45 19.64

25 18.46 18.87 19.41 19.76

50 18.66 19.12 19.31 20.09

MuLUT-SDY-X211 15 24.88 25.14 24.82 24.95

25 25.89 26.38 25.75 26.80

50 26.00 27.06 24.99 27.34

SPF-LUT-Net12 15 24.37 24.61 24.29 24.30

25 25.65 26.22 25.31 25.63

50 26.96 28.15 26.32 28.51

BDLUT (ours) 15 24.60 24.88 24.41 24.42

25 25.65 26.25 25.17 25.91

50 26.96 27.83 25.66 28.61

BDLUT-D (ours) — 28.90 29.85 27.73 29.19

TABLE 8 Post-implementation

results for 1024�1024 images.
Design

FPGA Fmax Frame
Resource utilization

platform (MHz) rate LUT FF BRAM (Kb) DSP
1 XC7Z020 238 226.7 1357 2118 72 32
3 XC7Z020 250 52.45 1594 2399 0 6
4 Virtex-5 242 230 2529 1917 144 27
15 ZCU106 200 1.25 159967 29851 11232 736

Ours ZCU102 375 357.7 7137 162 3026 0

Note: Fastest frequency and frame rate and minimum resource consumption are shown in bold.
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computationally demanding 4 K denoising. Experiments
demonstrate that BDLUT-D not only surpasses existing
methods on realistic noise simulation benchmarks—
particularly mixed-noise-intensity benchmarks but also
provides a scalable, cost-effective pathway for mass-
market imaging devices requiring minimal power and
silicon footprint.
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