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Abstract

Deriving statistical description of uncertainties associated with prediction of traffic states
is essential to development of reliability-based intelligent transportation systems. This pa-
per presents a Bayesian learning approach framework for predicting evolution of both traffic
states and the associated variability. The proposed framework ensures the interpretability
and stability of the predictions with an underlying state space model, and captures sophisti-
cated dynamics of traffic variability via a data-driven recurrent neural network component.
By maintaining the filtering structure in the specialized neural network component, the pro-
posed integrated model overcomes the key limitations of deep learning systems by improving
the data efficiency and providing interpretability. The framework is trained with a multivari-
ate Gaussian negative log-likelihood loss function for quantifying both model and stochastic
uncertainties. It is implemented and tested with actual traffic data collected from a Hong
Kong Strategic Route. The case study shows that the proposed prediction framework can
simultaneously retain the interpretability of the results while capture the complex dynamics
of the evolution of traffic variability with the recurrent neural network component. This
study contributes to the development of reliability-based intelligent transportation systems
through the use of advanced statistical modeling and deep learning methods.

Keywords: stochastic prediction, Bayesian learning, recurrent neural network, temporal differ-
ences, automatic vehicle identification
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1 Introduction1

With the complexity and uncertainties encountered in real life, deriving the statistical description2

of uncertainties associated with the prediction of traffic states is essential to the development3

of reliability-based intelligent transportation systems (R-ITS) (Zhou et al., 2019). Capturing4

simultaneously the dynamic and stochastic nature of traffic flow makes the prediction a difficult5

task and it turns the prediction tasks into a sophisticated modeling and computational process6

(Zhong et al., 2017b). It also induces the challenge of real-time deployment under which the pre-7

diction framework would have to process feeding data and derive plausible results in reasonable8

computational time.9

The majority of previous work on stochastic traffic prediction can be categorized into two10

groups: model-based algorithms and data-driven approaches (Karlaftis and Vlahogianni, 2011).11

Model-based approaches rely on assumption and knowledge of the underlying dynamics of traffic12

flow. Statistical volatility models, such as generalized autoregressive conditional heteroskedas-13

ticity (GARCH) models, are the most widely used approaches to deal with variability in traffic14

systems (Zhang et al., 2014b; Tsekeris and Stathopoulos, 2006; Yang et al., 2009). Kamari-15

anakis et al. (2005) apply the GARCH time series model to represent the dynamic of traffic16

flow variability using loop detector data. Zhang et al. (2014a) adopt GARCH models for pre-17

dicting travel times and associated reliability with automatic vehicle identification data. Cheng18

et al. (2014) presents a dynamic and localized space-time autoregressive approach for modeling19

network journey times. Nevertheless, it is shown that these model-based time series modeling20

approaches are computationally expensive to run and inefficient in capturing abrupt changes in21

data pattern. To address the computational issue, an approach is to adopt a Bayesian filtering22

framework with an underlying and simplified state space model (Wang and Papageorgiou, 2005;23

Marinică et al., 2013; Ottaviano et al., 2017). In particular, non-linear variations of Kalman24

filter approaches are among the most widely used approaches (Wang et al., 2007; Ngoduy and25

Sumalee, 2010). Guo et al. (2014) adopt an adaptive Kalman filter with a GARCH structure for26

traffic flow prediction and uncertainty quantification. Chen and Rakha (2014) develop a particle27

filter approach for travel time prediction using probe vehicle data. Nantes et al. (2016) and28

Saeedmanesh et al. (2021) present an incremental extended Kalman filter algorithm for arterial29

traffic prediction using multiple sources. Ngoduy and Sumalee (2010) and Trinh et al. (2022)30

use a unscented Kalman filter approach to estimate traffic state and the model noise distribu-31

tion with multiple data sources. Li et al. (2023) apply the filter for real-time path travel time32

estimation without ground truth known. Bai et al. (2024) propose a state estimation with use33

of speed-density relationships with multi-resolution data. Li et al. (2024) present an estimation34

method for multi-class path travel times using multi-source traffic data. Wu et al. (2024) present35
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an alternative estimation method based on a Bayesian data fusion with use of mixture model.1

The common limitation of the model-based approaches above is that their performances2

are sensitive to the underlying model assumptions and the domain knowledge involved during3

the model formulation process. Nevertheless, the complexity of system dynamics and non-4

stationary noise make it a challenging task to accurately characterize the temporal prediction5

noise distributions with pure model-based approaches (Rajamani, 2007).6

As an alternative, the data-driven approaches have demonstrated in recent years their ability7

to extract features from complex traffic dynamic systems given sufficient data sources. These8

approaches learn the features directly from the data without a full understanding of the under-9

lying physical characteristics (Goodfellow et al., 2016). Common data-driven approaches are10

developed based on machine learning approaches (Zheng and Su, 2014; Cai et al., 2016; Feng11

et al., 2018) and various deep learning approaches (Cui et al., 2019; Gu et al., 2019a; Cui et al.,12

2020a,b; Wang et al., 2020). In the literature, we see Zhong et al. (2017a) which present a jour-13

ney time prediction framework with abnormal conditions using functional principal component14

analysis in a machine learning framework. Zhang et al. (2019) propose an attention graph con-15

volutional sequence-to-sequence model to predict traffic network speed. Bogaerts et al. (2020)16

apply a convolutional neural network (CNN) and long short-term memory (LSTM) for traffic17

forecast using trajectory data. Zhang et al. (2022) propose an adaptive graph learning algorithm18

to predict traffic flow and could effectively exploit the hidden correlations of the nodes. To in-19

corporate associated uncertainties in the prediction process, Li et al. (2020) predict both the20

deterministic and uncertainty of travel time with the hybrid deep belief network with quantile21

regression. Zhou et al. (2020) propose a variational graph recurrent attention neural networks to22

capture the ambiguity of the predicted results. Markos et al. (2021) and Zhu et al. (2022) apply23

the Bayesian deep learning to derive the mean and variance of the prediction distribution for24

unsupervised GPS trajectory segmentation. Zhuang et al. (2024) present a interval journey time25

prediction with two-stream deep learning data fusion framework. Without incorporation of any26

domain knowledge and underlying model assumption, the data-driven approaches operate as a27

black-box. The drawback is their lack of interpretability and generalizability, and the possibility28

of being overfit with overly sophisticated structure and large number of parameters involved29

(Zhang and Haghani, 2015).30

To overcome these drawbacks, recent studies have started exploring Explainable Artificial31

Intelligence (XAI) techniques to enhance the interpretability of prediction outputs. Extreme32

gradient boosting (XGBoost) and SHapley Additive exPlanationsis (SHAP) are the most com-33

monly used techniques to understand the prediction outputs (Parsa et al., 2020). There have34

been a number of studies investigating the feature importance with the use of XGBoost due35

to its scalability and efficiency (Sun et al., 2021). Chikaraishi et al. (2020) compare various36
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machine learning models for predicting traffic states during disasters and find random forest and1

XGBoost could achieve better prediction performance. Kang et al. (2020) combine the empirical2

dynamic modeling and complex networks with an XGBoost model to predict short-term travel3

time. Lartey et al. (2021) use XGBoost to predict hourly traffic volume under different traffic4

conditions. More recently, SHAP has been utilized to provide a deeper understanding of the5

complex interactions between features. Parsa et al. (2020) apply SHAP to interpret the traffic6

accident detection results and analyze the importance of individual features. Lee (2023) uses7

SHAP to select critical links and introduces the XGBoost to predict urban traffic speed. Despite8

their explanatory power, these explainable data-driven approaches rely on post-hoc explanations9

to provide insights into predictions while the underlying mechanics are still difficult to interpret10

(Kenny et al., 2021). Furthermore, explanations generated from XAI-based models have limited11

generalizability and inconsistent representation across models and datasets (Ali et al., 2023).12

The consideration of advantages and disadvantages of the model-based and data-driven ap-13

proaches calls for their integration with an aim to reduce the dependence on domain knowledge14

while improve the interpretability and generalizability of the resulting framework simultaneously.15

We see in the literature Abdi et al. (2012), Ma et al. (2020) and Yang et al. (2021) integrate16

a model-based Autoregressive Integrated Moving Average (ARIMA) time-series model with an17

artificial neural network for traffic flow prediction. Hou et al. (2019) apply the fuzzy logic to fuse18

the outputs obtained from ARIMA and wavelet neural network. Gu et al. (2019b) combine the19

gated recurrent unit neural network, radial basis function neural network and ARIMA through a20

Bayesian learning framework for short-term traffic prediction. Sattarzadeh et al. (2023) combines21

ARIMA, CNN and LSTM for traffic flow prediction. Pan et al. (2024) adopt a Markovian-based22

model to predict regular patterns and a LSTM to capture residual time series. However, these23

hybrid methods integrate multiple parallel models and produce the final predictions following an24

ensemble-based fashion (Guo et al., 2018; Alsolami et al., 2020). Despite the current progress,25

most work on integrated framework only focus on point prediction and fail to provide uncertainty26

quantification. Moreover, existing ensemble-based integrated models often result in sophisticated27

structures and hence become computationally expensive in the training process.28

This paper presents an integrated model-based and data-driven traffic speed prediction frame-29

work through a Bayesian learning approach. Given the previous estimates and real-time obser-30

vations of the road network, we focus on predicting the mean traffic speed and quantifying the31

associated uncertainty (i.e. covariance) at the next time step in the short future. The proposed32

algorithm applies an underlying state space model characterizing the system dynamics, and a33

data-driven recurrent neural network component for tracking the evolution of the associated34

state variability. The prediction framework is trained with the use of a multivariate Gaussian35

negative log-likelihood loss function. We introduce a Monte Carlo (MC) dropout during the36
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training and testing processes to update the structure of the recurrent neural network compo-1

nent with consideration of both model and stochastic uncertainties. The performance of the2

proposed model is tested with real-world traffic data collected from the Hong Kong Strategic3

Route. The case study shows that the proposed prediction framework can simultaneously retain4

the interpretability of the results while capture the complex dynamics of the evolution of traffic5

variability with the recurrent neural network component. Different from the most explainable6

traffic prediction models, the proposed model offers interpretability from two aspects: 1) The7

point predictions generated by the statistical dynamic linear model provide clear interpretations8

of the parameters associated with traffic input features. 2) Preserving the operation process9

of filtering algorithms in the data-driven module provides explanations of internal input-output10

mappings and less abstraction. This study contributes to the development of reliability-based11

intelligent transportation systems through the use of advanced statistical modeling (i.e. dynamic12

linear model-based Kalman filter) and deep learning methods (i.e. recurrent neural network).13

The modular nature of the state space model enables the adaptation and extension of the frame-14

work to accommodate different modeling techniques and improve the model generalization in15

future studies. In general, it contributes to the state-of-the-art in three aspects: First, it con-16

tributes to the reliability-based traffic state prediction with an interpretable integrated model-17

based and data-driven framework. Second, we consider different sources of uncertainties in the18

traffic prediction processes constructed with MC dropout through an end-to-end multivariate19

Gaussian likelihood training loss. Finally, the incorporation of state space model could reduce20

the dependence on the data, and the recursive nature makes it well-suited for real-time traffic21

predictions.22

The rest of the paper is organized as follows: Section 2 presents the proposed methodology.23

Section 3 shows the case study with data collected from a selected Hong Kong highway corridor.24

Finally, Section 4 provides some concluding remarks.25

26

2 Methodology27

The proposed framework aims to predict traffic states (including flow, speed, concentration) of28

interest in a given road network system in vector x̂d
t|t−1 and their associated statistical charac-29

teristics Σd
t|t−1 at time step t on day d based on previous estimate x̂d

t−1|t−1 at time step t − 130

and feeding observations od
t . The prediction framework consists of a model-based core and a31

data-driven state variability prediction module which are to be introduced in the following.32
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2.1 Model-based core framework1

In the model-based core framework, each link of the given road network is first indexed by2

n = {1, 2, · · · ,N}, whereN represents the number of links in the network. Each link is associated3

with traffic state variable xd
t (ln) (e.g., flows, speeds) at a given time t on day d. The state vector4

xd
t =

[
xd
t (l1), x

d
t (l2), . . . , x

d
t (lN )

]⊤ ∈ RN×1 represents the underlying state of the system to be5

estimated. The discrete-time traffic state dynamics are described by the dynamic linear equation6

based on the physical laws of the system as:7

(State equation) xd
t+1 = Ftx

d
t +wd

t+1 (1)

where wd
t is the noise or model error vector in which the errors are assumed to follow a Gaussian8

distribution with a zero mean and a known covariance matrix Qd
t ; Ft ∈ RN×N is the transition9

space-time covariance matrix in the state equation which is assumed to be estimated and known10

from historical space-time data (Kwak and Geroliminis, 2020).11

We further denote XD
t = [xd1

t ,xd2
t , . . . ,xdD

t ] ∈ RN×D; WD
t = [wd1

t ,wd2
t , . . . ,wdD

t ] ∈ RN×D,12

be the concatenations of all traffic states and associated modeling errors in the system over days13

d = 1, 2, ...,D. The state equation (1) can now be rewritten as:14

XD
t+1 = FtX

D
t +WD

t+1. (2)

The dynamic transition matrix Ft is calibrated by historical training dataset via the least-15

square method (Kwak and Geroliminis, 2020), in which the objective function of the least-square16

method is set as:17

minimize
Ft

ηωD∥Ft∥2 +

∥∥∥∥∥
(
XD

t+1 − FtX
D
t

)
Ω

1
2

D

∥∥∥∥∥
2

, (3)

in which ΩD is the adaptive matrix which is defined as18

ΩD =


ωD−1 0 · · · 0

0 ωD−2 · · · 0
...

...
. . .

...

0 0 · · · ω0

 ∈ RD×D.

19

with forgetting factor ω to penalize the historical data with different weights. The parameter20

η is a regularization parameter, the operator ∥Y ∥ =
√

tr(Y Y ⊤) and tr(Y Y ⊤) is the sum of all21

diagonal elements of the matrix Y Y ⊤.22

To infer the states xd
t in (1), we also have M observations, od

t ∈ RM×1, collected from the23

site by sensors. These observations are directly related to the system state itself or to other24

associated state variables. We establish the following observation equation to map the true state25
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variables to the observations:1

(Observation equation) od
t+1 = Ht+1x

d
t+1 + edt+1 (4)

over all days d = 1, 2, ...,D, where edt is a zero-mean Gaussian observation noise with covariance2

matrix Rd
t ; Ht ∈ RM×N is the observation transition matrix which describes the underlying3

relationships between the state xd
t and observations od

t . This allows for flexible integration of4

data from multiple sources into a cohesive model and helps to determine the weight assigned to5

each state variable when correcting the observed data.6

The value of Ht can also be estimated and derived from historical data based on the physical7

laws of the system. Define OD
t = [od1

t ,od2
t , . . . ,odD

t ] ∈ RM×D; ED
t = [ed1

t , ed2
t , . . . , edD

t ] ∈ RM×D,8

the observation equation (4) could further be consolidated like (2) as9

OD
t+1 = Ht+1X

D
t+1 +ED

t+1. (5)

The low-complexity Kalman filter could provide the optimal solution to the above Gaussian10

state space model. Three assumptions are made for the application of Kalman filtering: 1)11

the dynamic systems are linear, and this assumption can be relaxed by the model linearization12

techniques for non-linear systems (e.g., extended Kalman filter); 2) the modeling noise wd
t and13

observation noise edt are white; 3) both noises are Gaussian distributed, i.e., wd
t ∼ N (0,Qd

t ) and14

edt ∼ N (0,Rd
t ). Following the state space framework established above, we now define x̂d

t|t−1 be15

the prior estimate and x̂d
t|t be the posterior estimate of the traffic state vector xd

t respectively.16

Based on the conventional Kalman filter framework, we have (Wang and Papageorgiou, 2005):17

Predicted a priori state estimate: x̂d
t|t−1 = Ft−1 · x̂d

t−1|t−1 (6a)

Innovation: ∆ôd
t = od

t −Ht · x̂d
t|t−1 (6b)

Updated a posterior state estimate: x̂d
t|t = x̂d

t|t−1 +Kd
t ·∆ôd

t (6c)

in which the prior estimate x̂d
t|t−1 is an estimate produced by the underlying state equation18

model (1), and Kd
t ∈ RN×M is known as the Kalman gain matrix for correcting this prior19

estimate from x̂d
t|t−1 to posterior estimate x̂d

t|t with feeding observations. The measure of the20

estimated accuracy of the state estimate is also tracked by the Kalman filtering with the following21

equations:22

Predicted a priori estimate covariance: Σd
t|t−1 = Ft−1 ·Σd

t−1|t−1 · F
⊤
t−1 +Qd

t (7a)

Innovation covariance: Sd
t = Ht ·Σd

t|t−1 ·H
⊤
t +Rd

t (7b)

Updated a posteriori estimate covariance: Σd
t|t = Σd

t|t−1 −Kd
t · Sd

t · (Kd
t )

⊤ (7c)

where Σd
t|t−1 = E[(xd

t − x̂d
t|t−1)(x

d
t − x̂d

t|t−1)
⊤] and Σd

t|t = E[(xd
t − x̂d

t|t)(x
d
t − x̂d

t|t)
⊤]. Here, the23

optimal value of Kd
t is found by minimizing the mean-square error vector, which gives:24

Optimal Kalman Gain: Kd
t = Σd

t|t−1 ·H
⊤
t · (Sd

t )
−1. (8)
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The Kalman gain is constructed based on the uncertainties in the system established by the1

noise covariance matrices Qd
t and Rd

t (Ngoduy and Sumalee, 2010). The model-based Kalman2

filtering framework could be carried out in an online fashion by allowing recursive updates with3

continuous feeding of new observations. Nevertheless, the prediction accuracy of the eventual4

state and associated variabilities depend on the correctness of the underlying state equation5

model (Tampère and Immers, 2007) which could be difficult to construct and calibrate due to6

availability and deployment of on-site sensors as well as the complex dynamics of the underlying7

traffic state variability.8

2.2 Data driven state variability prediction module9

This study aims to incorporate artificial neural networks into the model-based core framework10

above to address the challenge of estimating the Kalman gain and traffic state variability. Fig.11

1 shows and compares the algorithmic structures of the classical model-based Kalman filter12

prediction framework and the proposed one with incorporation of the data-driven module. As13

illustrated in Fig. 1a, the computation of state estimates and associated uncertainty measures14

in the classical Kalman filtering are simultaneous and are integrated via the Kalman gain Kd
t .15

It motivates us to learn the measurement of uncertainties and Kd
t directly from the data instead16

of domain knowledge.17

The problem of simply replacing the measurement of uncertainties with artificial neural18

networks shown in Fig. 1b is that such design requires a large number of neurons to achieve19

satisfying prediction performance. Therefore, we propose an architecture that strictly follows20

the operation process of filtering algorithms to reduce the hyperparameters need to be tuned in21

the data-driven module. In this section, we describe the details of the data-driven module shown22

in Fig. 2, which consists of three stages following the operation flow of the model-based core.23

2.2.1 Feature extraction24

In this paper, we assume the transition matrix Ft and observation matrix Ht are known but the25

noise Qd
t and Rd

t are unknown. The unknown Qd
t and Rd

t are to be inferred in the data-driven26

component in the proposed model via various features incorporated as shown in Fig. 2a. Several27

temporal difference features are proposed and used for training the neural network data-driven28

component:29

• Feature 1: the evolution difference between two consecutive posterior state estimates: ∆x̃d
t =30

x̂d
t|t − x̂d

t−1|t−1. The available feature ∆x̃d
t−1 is used at time step t on day d. This feature31

captures the variability in the state estimates across consecutive time steps in the evolution32

process, which is directly related to the state covariance Σd
t .33
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(a) Classical Kalman filtering

(b) Filter with artificial neural networks

Fig. 1. Algorithmic structure of state prediction filter
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Fig. 2. Overall structure of the proposed framework
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• Feature 2: the update difference between the posterior state estimate and the prior state1

estimate: ∆x̂d
t = x̂d

t|t − x̂d
t|t−1. We also use the available feature ∆x̂d

t−1 at time step t to2

capture the statistical information. A larger update difference suggests greater uncertainty in3

predicting future states of the dynamic system, which is crucial for estimating the model error4

covariance Qt.5

• Feature 3: the evolution difference between two consecutive observations: ∆õd
t = od

t − od
t−1.6

This variability is directly related to the measurement noise covariance Rt as it reflects the7

inherent noise in the measurement evolution process.8

• Feature 4: the innovation difference between the predicted observation and the current obser-9

vation: ∆ôd
t = od

t −ôd
t . This innovation also reflects the alignment between the predictions and10

the actual observations, and thus should be accounted for in the estimation of measurement11

noise Rt.12

The four features above are selected because they contain statistical information on traffic13

state uncertainty in the “predict-correct” filtering processes. Other intrinsic temporal features,14

TimeoOfDay τ(t) (τ(t) ∈ {0, 1, · · · ,T−1} and T is the length of time sequence) and DayOfWeek15

τ(d) (τ(d) ∈ {0, 1, 2, · · · , 6}), are used in conjunction with temporal difference features as inputs16

since they are direct attributes to the traffic state. We use the fully-connected network (FCN)17

to extract the features hidden in the data and the Rectified Linear Unit (ReLU) as an activation18

function to introduce non-linearity. Thus, we have19

Idt (Q) = ReLU
(
θ(Q) · concat[∆x̂d

t , τ(t), τ(d)] + c(Q)
)

Idt (Σ) = ReLU
(
θ(Σ) · concat[∆x̃d

t , τ(t), τ(d)] + c(Σ)
)

Idt (R) = ReLU
(
θ(R) · concat[∆õd

t ,∆ôd
t , τ(t), τ(d)] + c(R)

) (9)

where Idt (∗) is the output of the temporal difference features and intrinsic features used for20

tracking corresponding second-order statistics (i.e., Qd
t , R

d
t , Σ

d
t and Sd

t ) at time t on day d, θ(∗)
21

and c(∗) are the learnable weight and bias respectively. The influence of the intrinsic features is22

discussed in Section 3.2 through the numerical study. Our empirical results suggest that good23

combinations is temporal difference features with TimeoOfDay intrinsic feature.24

As illustrated in Fig. 2, the unknown second-order statistics in Kalman filtering algorithms25

are tracked by independent Gated Recurrent Unit (GRU) cells. The GRU cell is selected as the26

hidden state could retain the learned information in the previous time step, which aligns with the27

recursive nature of Kalman filtering. Moreover, GRU has fewer parameters and less complexity28

compared to the LSTM, making it more computationally efficient in capturing temporal features29

(Yamak et al., 2019). Fig. 3 shows the basic structure of the GRU cell. Each GRU cell has two30

11



gating units, including an update gate zd
t and a reset gate rdt . The reset gate rdt is integrated1

with the current input idt and hidden state from the previous time step hd
t−1 to compute the2

candidate hidden state h̃d
t . The formulation of GRU is presented in Eq (10).3

(Update gate) zd
t = σ

(
V (z)idt +U (z)hd

t−1 + c(z)
)

(Reset gate) rdt = σ
(
V (r)idt +U (r)hd

t−1 + c(r)
)

(Candidate hidden state) h̃d
t = tanh

(
V (h)idt +U (h)

(
rdt ⊙ hd

t−1

)
+ c(h)

) (10)

where V (∗), U (∗) are weight matrices and c(∗) are bias parameters, the symbol ⊙ is the element-4

wise product, and σ(·) and tanh(·) are the sigmoid function and hyperbolic tangent function.5

Given the candidate hidden state h̃d
t , the layer output vector hd

t−1 at of GRU cell at the6

current time step is defined as:7

(Hidden state) hd
t =

(
1− zd

t

)
⊙ h̃d

t + zd
t ⊙ hd

t−1. (11)

Fig. 3. Structure of a basic GRU cell

In our method, the unknown Qd
t ∈ RN×N and Rd

t ∈ RM×M in the state space model are8

learned from the extracted features Idt (Q) and Idt (R) with the use of GRU cell, and the output9

of the GRU cell can be written as:10

hd
t (Q) = GRU

(
Idt (Q),hd

t−1(Q)
)
,

hd
t (R) = GRU

(
Idt (R),hd

t−1(R)
) (12)

where hd
t (Q) and hd

t (R) denote the learned output of the GRU cells tracking Qd
t and Rd

t re-11

spectively, and GRU(·) denotes the GRU operation described in Eq.(10) and (11). Therefore,12

the number of features in the hidden state of GRU cells tracking Qd
t ∈ RN×N and Rd

t ∈ RM×M
13

is set to be N2 and M2.14

2.2.2 Architecture of prediction framework15

We now present the structure of the proposed framework by combining the model-based core16

framework with the feature extraction GRU cell as illustrated in Fig. 2a. In each time step t on17
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day d, the proposed model predicts x̂d
t|t−1 and its statistical estimate covariance Σd

t|t−1 following1

three stages.2

(i) Prediction Stage3

In the prediction stage, the prior predictor for the current state x̂d
t|t−1 is obtained from the4

a priori state equation (Eq.(6a)) as in the basic filtering framework discussed in Section 2.1.5

Different from the classical Kalman filtering setting, the estimate covariance Σd
t is to be learned6

through the GRU cell instead of being computed explicitly. Following Eq.(7a), Qd
t is used to7

produce Σd
t|t−1, thus we concatenate the learned hd

t (Q) and Idt (Σ) as the final input feature of8

the GRU cell tracking Σd
t . To make the output feature hd

t|t−1(Σ) keep the same size with Σd
t ,9

the number of features in the hidden state of GRU cells tracking Σd
t is set to be N2.10

The extracted features hd
t|t−1(Σ) are then fed into a FCN decoder which yields the predicted11

a prior estimate covariance Σd
t|t−1 at current time step. Fig 4 shows the structure of the FCN12

decoder. The output of the decoder can be written as13

αd
t = exp

(
θ(α)hQ

t|t−1 + c(α)
)

βd
t = tanh

(
θ(β)hQ

t|t−1 + c(β)
) (13)

where exp(·) denotes the exponential activation function. The Σd
t|t−1 is estimated from the14

vector αd
t ∈ RN

+ and βd
t ∈ R

N×(N−1)
2 using Cholesky decomposition Σd

t|t−1 = Ad
t (A

d
t )

⊤ where15

Ad
t is a lower triangular matrix. Vector αd

t and βd
t are used as the diagonal and off-diagonal16

elements of the matrix Ad
t .17

Fig. 4. Covairance decoder block

(ii) Calculation of gain18

When the current new observation od
t is available, the innovation ∆ôd

t can be obtained using19

Eq.(6b) as the basic filtering framework. To calculate Sd
t based on Eq.(7b), the dimension of20

13



learned features hd
t|t−1(Σ) is transformed into M2 to ensure compatibility with the dimension-1

ality of Rd
t using a FCN and ReLU activation. Then, the learned hd

t (R) and ĥd
t|t−1(Σ) are2

concatenated and further passed to the last GRU cell tracking the innovation covariance Sd
t3

whose number of features in the hidden state is M2. Therefore, the output of GRU cell tracking4

Sd
t can be written as:5

ĥd
t|t−1(Σ) =ReLU

(
θ
(Σ)
1 hd

t|t−1(Σ) + c
(Σ)
1

)
hd
t (S) = GRU

(
concat

[
hd
t (R), ĥd

t|t−1(Σ)
]
,hd

t−1(S)
)
.

(14)

As Σd
t|t−1 and Sd

t are involved in computing Kd
t shown in Eq. (8), these two learned features6

ĥd
t|t−1(Σ) and hd

t (S) are concatenated and processed through a multi-layer Kalman Gain extrac-7

tion block shown in Fig. 5. During the feature extraction, dropout (Srivastava et al., 2014) is8

introduced to avoid overfitting. The number of neurons in the ouput FCN layer of the Kalman9

Gain extraction block is set to be N ·M. Therefore, the output of the Kalman Gain extraction10

block can be written as11

K̃d
t = θ

(K)
2

[
γ(K) ⊙ ReLU

(
θ
(K)
1 · concat

[
hd
t|t−1(Σ),hd

t (S)
]
+ c

(K)
1

)]
+ c

(K)
2 (15)

where γ(K) is a binary mask matrix and each element is independently sampled from a Bernoulli12

distribution with probability p.13

Fig. 5. Kalman Gain extraction

(iii) Correction Stage14

In the correction stage, the output of Kalman Gain extraction block K̃d
t is reshaped into the15

matrix Kd
t ∈ RN×M such that the learned Kd

t can be used to update the state estimate x̂d
t|t16

following the basic Kalman filtering shown in Eq (6c).17

Based on Eq. (7c), Kd
t , S

d
t andΣd

t|t−1 are in turn used to update the posterior covarianceΣd
t|t.18

To follow this formulation, the concatenation of K̃d
t and hd

t (S) are mapped into the estimated19

Kd
t ·Sd

t · (Kd
t )

⊤ ∈ RN×N through an output FCN with N2 neurons. Then, the outputs, together20

with learned hd
t|t−1(Σ), are used to estimate the features in Σd

t|t (i.e. hd
t|t(Σ)) using a FCN.21

14



Finally, the hidden state of the GRU cell tracking Σd
t is updated with the learned hd

t|t(Σ). This1

forward update process is presented in Eq (16).2

hd
t|t(Σ) = ReLU

[
θ
(Σ)
3 · concat

[
ReLU

(
θ
(Σ)
2 · concat[K̃d

t ,h
d
t (S)] + c

(Σ)
2

)
,hd

t|t−1(Σ)
]
+ c

(Σ)
3

]
hd
t|t−1(Σ) = GRU

(
concat

[
Idt (Σ),hd

t (Q)
]
,hd

t−1|t−1(Σ)
)

(16)

Fig. 6 compares the update process of the hidden state in GRU cells in the proposed frame-3

work. Different from other GUR cells, GRU cell tracking Σd
t utilizes the updated posterior4

covariance features hd
t|t(Σ) instead of directly using the output of GRU cells from the previous5

time step. Such design allows to track Σd
t|t−1 and Σd

t|t simultaneously with only one GRU cell6

and stick to the ”predict-correct” principle of Kalman filtering. The proposed deep GRU-aided7

filtering model is designed strictly following the operation flow of Kalman filtering instead of8

being a pure incomprehensible black box. The interconnections between different components9

are tailored following the formulation of basic Kalman filtering, which makes it benefit from both10

model-based and data-driven approaches.11

Fig. 6. The update process of the hidden state in GRU cells

2.3 Training, validation, and testing12

We now present the training, validation, and testing procedures for the prediction framework.13

2.3.1 Loss function for training14

The training is to be conducted with a set of labeled data, in which it is assumed that the15

probability of making an actual observation being xd
t ∈ RN×1 given the associated prediction is16

x̂d
t|t−1 at time t on day d follows a multivariate Gaussian distribution as:17

p(xd
t |x̂d

t|t−1) =
1√

(2π)n|Σd
t|t−1|

× exp
[
− 1

2

(
xd
t − x̂d

t|t−1

)⊤
(Σd

t|t−1)
−1

(
xd
t − x̂d

t|t−1

)]
. (17)

15



The state and estimate covariance are trained simultaneously by maximizing the likelihood1

of Eq.(17), following which the parameters in the deep neural network Θ are determined by2

minimizing the negative log-likelihood of the multivariate Gaussian distribution model:3

− log p(xd
t |x̂d

t|t−1) ∝
1

2

(
xd
t − x̂d

t|t−1

)⊤
(Σd

t|t−1)
−1

(
xd
t − x̂d

t|t−1

)
+

1

2
ln |Σd

t|t−1|. (18)

It is observed that Eq.(18) would be sensitive with respect to Σd
t|t−1. Therefore, a regular-4

ization term of Σd
t|t−1 is added to Eq.(18) with which we formulate the following loss function5

for training and validation:6

ℓΘ(x
d
t , x̂

d
t|t−1,Σ

d
t|t−1) = λ

[1
2

(
xd
t − x̂d

t|t−1

)⊤
(Σd

t|t−1)
−1

(
xd
t − x̂d

t|t−1

)
+

1

2
ln |Σd

t|t−1|
]

+ (1− λ)
(
ln |Σd

t|t−1|
)
,

(19)

7

where λ ∈ [0, 1] is the hyperparameter that can be tuned during the validation process. In the8

training phase, we assume each day in the training dataset has the same length of time steps.9

By defining T be the length of the time sequence of interest, the loss value on the sequence of10

T frames in a day is calculated as:11

LΘ =
1

T

T∑
t=1

ℓΘ(x
d
t , x̂

d
t|t−1,Σ

d
t|t−1). (20)

Given the loss function (20), the parameters Θ are to be solved by Adam stochastic gradient12

search method (Kingma and Ba, 2014).13

2.3.2 Measures of uncertainty14

It is a challenging problem to provide an accurate uncertainty prediction in the applications15

of dynamic systems relying on probabilistic filters. The fixed noise used in the conventional16

approach might lead to unreliable predictions for systems with dynamic and correlated errors17

(Russell and Reale, 2021). Therefore, heteroscedastic noise uncertainty is considered in the18

proposed model. The source of the heteroscedastic uncertainty includes two types: one is model19

uncertainty, and the other is stochastic uncertainty (Punzo and Montanino, 2020). We assume20

that the model and stochastic uncertainties are independent, thus the overall uncertainty can be21

calculated as the sum of the model and stochastic uncertainty, as detailed below.22

A. Model uncertainty: Model uncertainty refers to the uncertainty resulting from the23

model parameters in the prediction framework. The most popular and practical approach to24

estimate the model uncertainty is the MC dropout considering the trade-off between training25

time and accuracy (Russell and Reale, 2021). As a regularization technique, MC dropout not26

only prevents overfitting in neural networks but also enables multiple forward passes through27

16



the network with different subsets of active neurons (Gal and Ghahramani, 2016). These char-1

acteristics make it easy to incorporate into the existing neural networks for the extraction of2

uncertainty estimates. In this paper, we follow the procedure of MC dropout method proposed3

by Gal and Ghahramani (2016) and train the proposed prediction framework using the random4

dropout with a specific dropout probability. We generate B (dropout iterations) different prior5

state x̂d,b
t|t−1 and estimate covariance Σd,b

t|t−1 predictions, where b = 1, 2, · · · ,B, given the fixed6

input from a ensemble model Eb(·) at each time step. The model uncertainty is then estimated7

as:8

(Σd
t|t−1)

m =
1

B

B∑
b=1

(
x̂d,b
t|t−1 − x̄d

t|t−1

)(
x̂d,b
t|t−1 − x̄d

t|t−1

)⊤
, (21)

where x̄d
t|t−1 =

∑
b x̂

d,b
t|t−1/B is the mean of all state predictions.9

B. Stochastic uncertainty: Stochastic uncertainty arises due to the randomness inherent10

in the dynamic system. It is associated with the intrinsic process and measurement noises in11

the filtering model. The prior estimate covariance Σd
t|t−1 obtained from the FCN decoder by12

the proposed algorithm describes the stochastic uncertainty. During the inference phase, the13

stochastic uncertainty is computed by averaging all prior estimate covariance obtained from MC14

dropout method:15

(Σd
t|t−1)

s = Σ̄d
t|t−1 =

1

B

B∑
b=1

Σd,b
t|t−1. (22)

The overall uncertainty (Σd
t|t−1)

all evaluated in the training process as the sum of model16

uncertainty and stochastic uncertainty with respect the predicted mean x̄d
t|t−1 as:17

(Σd
t|t−1)

all = (Σd
t|t−1)

m + (Σd
t|t−1)

s

=
1

B

B∑
b=1

(
x̂d,b
t|t−1 − x̄d

t|t−1

)(
x̂d,b
t|t−1 − x̄d

t|t−1

)⊤
︸ ︷︷ ︸

model uncertainty

+
1

B

B∑
b=1

Σd,b
t|t−1︸ ︷︷ ︸

stochastic uncertainty

(23)

18

19

2.4 Performance metrics for validation and testing20

The performance of the trained prediction framework is to be evaluated from both point esti-21

mation and interval estimation metrics in the validation and testing phases.22

1) Point estimation metrics: four commonly used point estimation metrics are used,23

including mean absolute percentage error (MAPE), mean absolute error (MAE), root mean24

square error (RMSE) and coefficient of determination (R2):25

17



MAE =
1

D×T×N

D∑
d=1

T∑
t=1

N∑
n=1

∣∣x̂d
t|t−1(ln)− xd

t (ln)
∣∣ (24a)

MAPE =
1

D×T×N

D∑
d=1

T∑
t=1

N∑
n=1

∣∣x̂d
t|t−1(ln)− xd

t (ln)
∣∣2

xd
t (ln)

(24b)

RMSE =

√∑
d

∑
t

∑
n

[
x̂d
t|t−1(ln)− xd

t (ln)
]2

D×T×N
(24c)

R2 = 1−
∑

d

∑
t

∑
n

[
xd
t (ln)− x̂d

t|t−1(ln)
]2∑

d

∑
t

∑
n

[
xd
t (ln)− x̄

]2 (24d)

1

where x̂d
t|t−1(ln) is the predicted value obtained from x̄d

t|t−1, x
d
t (ln) is the ground truth value and2

x̄ = 1
D×T×N

∑
d

∑
t

∑
n x

d
t (ln) is the mean of the ground truth value, T is the length of time3

sequence in a day, D is the number of days in validation or testing dataset and N is the number4

of links in the network.5

2) Interval estimation metrics: We further have the prediction interval coverage proba-6

bility (PICP) and mean prediction interval width (MPIW) as the uncertainty prediction metrics7

for evaluating the variance estimates. The diagonal elements in the covariance matrix (Σd
t|t−1)

all
8

describe the variances of the corresponding prediction states, thus the 95% confidence interval9

of the prediction state x̂d
t|t−1(ln) can be estimated by:10

x̂d
t|t−1(ln)± 1.96×

√
(Σd

t|t−1)
all(n, n). (25)

We use Ûd
t (ln) and L̂d

t (ln) to denote the upper and lower bound of the confidence in-11

terval derived from the speed prediction x̂d
t|t−1(ln) and corresponding predictive uncertainty12

(Σd
t|t−1)

all(n, n) respectively. We define a binary variable:13

kdt (ln) =

1, if xd
t (ln) ∈ [L̂d

t (ln), Û
d
t (ln)]

0, otherwise

(26)

14

which denotes whether the ground truth value is captured by the confidence interval.15

Then, the PICP can be calculated as16

PICP =

∑D
d=1

∑T
t=1

∑N
n=1 k

d
t (ln)

D×T×N
(27)

17

where PICP ∈ [0, 1] and a satisfying PICP should closer to the corresponding confidence interval18

(i.e., 95%).19

18



In addition to the PICP, we use MPIW to quantify the mean width of the confidence interval1

which could capture the ground truth value in order to measure the reliability of the estimates,2

which is defined as3

MPIW =
1

D×T×N

D∑
d=1

T∑
t=1

N∑
n=1

[Ûd
t (ln)− L̂d

t (ln)] · kdt (ln). (28)

4

Moreover, we use the calibration figure (Kuleshov et al., 2018) to determine whether the un-5

certainty is predicted reliably and accurately. Intuitively, the empirical frequency should match6

the corresponding confidence interval for a well-qualified uncertainty. Mathematically, we select7

I confidence levels 0 ≤ c1 ≤ · · · ≤ ci ≤ · · · cI ≤ 1 and compute each corresponding empirical8

frequency9

p̂(ci) =

∣∣∣ {xd
t (ln)

∣∣FΦ

[
xd
t (ln)

]
≤ ci

} ∣∣∣
D×T×N

(29)

where FΦ

[
xd
t (ln)

]
denotes the cumulative distribution function (CDF) of the predicted state10

x̂d
t|t−1(ln) and predictive uncertainty (Σd

t|t−1)
all, which can be expressed as follows:11

FΦ

[
xd
t (ln)

]
= Φ

[
xd
t (ln)− x̂d

t|t−1(ln)
]√

(Σd
t|t−1)

all(n, n)

 . (30)

The calibration figure visualizes the comparison by plotting
{(

ci, p̂(ci)
)}I

i=1
. Therefore,12

a better uncertainty prediction would be closer to the diagonal line with a slope of 1. To13

qualitatively illustrate the forecast calibration quality, we use the difference between the empirical14

frequency and corresponding confidence interval, i.e. the expected calibration error (ECE), as15

the numerical score (Guo et al., 2017):16

ECE =

I∑
i=1

(
ci − p̂(ci)

)2

. (31)

Finally, to further evaluate the quality of covariance matrix prediction, we compare the17

empirical frequency of the squared Mahalanobis distance ξdt with the theoretical probability dis-18

tribution, i.e., χ2 distribution with n degree of freedom, due to the Gaussian assumption in loss19

function. The Mahalanobis distance ξdt is calculated as ξdt =
(
xd
t − x̄d

t|t−1

)⊤[(
Σd

t|t−1

)all]−1(
xd
t −20

x̄d
t|t−1

)
. This comparison is crucial for validating the assumption of multivariate normality in21

the loss function, and significant deviations from the expected χ2 distribution might suggest22

non-normality or model misspecification.23

24
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3 Case study1

We now present the case study for testing the performance of the proposed state prediction2

method.3

3.1 Scenario settings4

We adopt real traffic data collected from a 9-km Hong Kong strategic route section. The strategic5

route starts from the Island Eastern Corridor and ends at the exit of Western Harbour Crossing6

(shown in Fig. 7). Along the route section, five Autoscope Video Detection Stations are deployed7

at different locations to collect local spot speed data through video detection and analysis every8

two minutes. Besides, a pair of Automatic Vehicle Identification (AVI) detectors are set up at9

the entry and exit of the route section respectively. It could automatically recognize the plate10

numbers of the vehicles from the cameras by image processing technique and derive corresponding11

travel time by matching the identifications between two consecutive camera sites.12

Fig. 7. Case study corridor - Hong Kong strategic route

The data were collected and processed over an 8-month period of weekdays from 1 August13

2017 to 25 March 2018, 07:00 to 21:00. However, the travel time data derived from AVI detec-14

tors contains various disturbances and outliers due to the detouring, mismatching and parking15

problems. The Spatio-Temporal Density-Based Spatial Clustering of Applications with Noise16

method (ST-DBSCAN) (Birant and Kut, 2007) is adopted to remove invalid data points. All17

the filtered AVI travel time dataset and Autoscope speed dataset are aggregated or interpolated18

20



Table 1: Statistics summary of the Autoscope and AVI datasets

Statistics (Unit: km/h) Link 1 Link 2 Link 3 Link 4 Link 5 Entire route

Mean 51.5 48.8 43.7 46.2 79.9 46.5

Median 57.1 55.5 53.3 57.6 80.6 47.9

Mode 56.6 58.0 55.7 73.9 81.6 56.0

Standard Deviation 15.6 16.8 18.3 25.5 4.4 13.7

Range 74.5 78.7 75.3 94.9 84.7 85.6

into 5-min intervals, and we have 26,026 records used in the case study. To construct the state1

equation, the travel time records in AVI dataset are converted to the average speed. Therefore,2

the speed vector xd
t can be rewritten as xd

t =
[
xd
t (l1), x

d
t (l2), · · · , xd

t (l5), x̄
d
t (l)

]⊤
, where xd

t (ln)3

represents the local link speed and x̄d
t (l) represents the average speed of the whole route section4

transferred from travel time data collected from AVI system. Table 1 summarizes the descrip-5

tive statistics of traffic speed data collected from Autoscope and AVI datasets. For evaluation,6

validated ground truths of the traffic speed are also provided by the Journey Time Indication7

System by the Hong Kong Transport Department. The processed dataset is divided into three8

subsets: data collected from 1 August 2017 to 31 January 2018 are used as the training dataset;9

data collected from 1 February 2018 to 28 February 2018 are used as the validation dataset and10

data collected from 1 March 2018 to 25 March 2018 are used as the testing dataset.11

3.2 Model setup and training12

We implemented our model based on PyTorch and Python 3.9 on a machine with 10-core CPU,13

16-core GPU and 16 GB unified memory. In this case study, the dimension of the true state14

vector xd
t and observation state vector od

t are both 6 (i.e., N = M = 6). Therefore, the hidden15

size of GRU cells tracking Qd
t , R

d
t , S

d
t and Σd

t are all 36 and the number of stacked GRU layers16

are set to be 1. Following Lakshminarayanan et al. (2017), the MC dropout samples B is set17

to be 5 considering the balance between the computational efficiency and prediction accuracy.18

The training dataset is used to train the hyperparameters in the model-based and data-driven19

components simultaneously. Grid searches of the hyperparameter space of the network are20

conducted to find the most appropriate network settings. Following a series of validation tests21

with data collected on 1 February 2018 - 28 February 2018 as aforementioned, the parameter22

controlling the size of the input and output fully connected layers is set to be 10. The proposed23

framework is learned through the Adam stochastic gradient algorithm with a learning rate of24

0.0001 and a weight decay of 0.00001.25

The key design hyperparameters should be discussed in detail are listed as follows: (A) the26

21



regularization term η and forgetting term ω in the state equation; (B) the weight λ in the loss1

function; (C) the dropout rate p; (D) the time sequence length T in the loss function; (E) the2

selection of intrinsic temporal features.3

A. Choice of hyperparameters4

To investigate the effects of the model-based module on the prediction performance, we5

explore different pairs of hyperparameters of regularization term η and forgetting term ω. Em-6

pirically, we set the λ in the loss function as 0.5, the dropout rate p as 0.5 and the time7

sequence length T as 168. The optimal pair is selected based on the prediction results on8

the validation dataset. To select the optimal pair of hyperparameters, we train the model9

with different combinations of (η, ω) from the sets η ∈ {1000, 2000, 3000, 4000, 5000, 6000} and10

ω ∈ {0.97, 0.99, 0.995, 1.0}, and evaluate the prediction results on the validation dataset. Fig.11

8 compares the performance of different combination pairs of η and ω, where smaller values of12

MAPE and ECE indicate better point and interval prediction accuracy. It can be observed from13

Fig. 8c that the pair (4000, 1.0) achieves the best performance considering the balance between14

the point and interval prediction.15

Fig. 8a and Fig. 8b compare the changes of MAPE and ECE with the increase of η under16

different ω settings. The validation results demonstrate that the prediction results are sensitive17

to the model-based module settings. However, both MAPE and ECE are more sensitive to the18

forgetting factor ω than to the regularization term η. Specifically, we observe that increasing19

ω from 0.97 to 1.0 under the same value of η significantly reduces both MAPE and ECE. We20

speculate that this may be due to the fact that a larger value of ω makes the training dataset21

insufficient. Therefore, the value of ω should be carefully selected based on the size of the22

training dataset. All these results suggest that a reliable state space model has a positive effect23

on improving the prediction accuracy. To further evaluate this finding, we compare the point24

prediction of the average speed of the entire route using the best combination (4000, 1.0) and25

the worst combination (1000, 0.97) shown in Fig. 8d. It is clearly shown in the figure that the26

predicted average speed is more accurate with the best combination, especially during the time27

period 10:30-12:30. These figures demonstrate that the proposed integrated model is capable of28

learning from the underlying dynamics in the state space model. This finding also supports the29

application of the proposed model with different state space dynamics for other traffic prediction30

tasks.31

B. Choice of weight λ32

Fig. 9 provides an illustration of how the hyperparameter λ can be determined through33

the validation process. The figure compares the point estimation metric MAPE with the in-34

terval estimation metric ECE as λ increases. The results show that increasing λ reduces ECE35
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(a) MAPE (b) ECE

(c) Scatter plot (d) Average speed prediction

Fig. 8. Sensitivity analysis of hyperparameters in the state equation. (a) Performance com-

parison on MAPE. (b) Performance comparison on ECE. (c) Performance comparison between

MAPE and ECE with different combinations of η and ω. (d) Average speed prediction of the

entire route on 01 Feb. 2018 with the best combination η = 4000, ω = 1 and the worst combina-

tion η = 1000, ω = 0.97.
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but increases MAPE. This behaviour is consistent with the goal of preventing the explosion of1

uncertainty by the introduction of λ in the loss function. It also indicates that λ is a crucial2

hyperparameter in the loss function that should be carefully selected based on the specific traffic3

prediction accuracy requirements for different tasks. As observed from the figure, there is no4

substantial reduction in MAPE for values of λ greater than 0.8. Consequently, we conclude from5

this validation process that a value of 0.8 would be an appropriate choice for λ in this case, as6

it balances the performance for both point and interval predictions.7

Fig. 9. Parameter tuning for λ in loss function during validation

C. Choice of dropout rate p8

In practical applications, the trade-off between the point and interval predictions could be9

affected by the dropout rate. The increase in dropout rate introduces more noise to the model by10

randomly deactivating some units in the neural network during the training process, which im-11

proves the robustness and generalization of the model but reduces the representational capacity.12

Therefore, the optimal dropout rate should be carefully selected to avoid being overconfident or13

underconfident in corresponding predictions. zA well-selected dropout rate could enhance model14

generalization under different experiment scenarios and improve prediction reliability. Fig. 1015

compares the point estimation metrics (i.e., MAE and MAPE) with the interval estimation16

metrics (i.e., PICP and ECE) under different dropout rates. It can be observed that a higher17

dropout rate leads to a less accurate point prediction (higher MAE and MAPE) but a better18

interval prediction (higher PICP and lower ECE). We set the dropout rate p = 0.5 as it could19

achieve relatively accurate interval estimations while maintaining an acceptable level of point20

24



prediction performance. This finding on the choice of dropout rate echoes some previous findings1

(Srivastava et al., 2014).2

(a) MAE vs. PICP (b) MAPE vs. ECE

Fig. 10. Prediction results with respect to different dropout rates in validation process

D. Choice of the time sequence length T3

One potential issue of the Kalman filtering is the performance degradation over time. The4

length of time sequence T which the filter is applied to estimate the point and interval of the5

traffic state might impact the stability of the training process. To investigate this, we compare6

the validation results achieved with different choices of T. In the case study, we select T from7

the set {11, 23, 83, 168}, representing time horizons of 1 hour, 2 hours, 7 hours, and 14 hours (one8

day) respectively shown in Fig. 11, and the validation performance is presented in Table 2. Our9

results indicate the influence of T on the point prediction is relatively limited (MAPE reduction10

is around 1% when T increases from 11 to 168), which indicates that the proposed integrated11

model is able to learn the system dynamics from the data and thus overcome the performance12

degradation problem caused by inaccurate or incomplete knowledge of the underlying system.13

This finding also indicates that the value of T has limited impacts on the generalizability of14

our model and can be selected based on the propagation duration of the filter. Meanwhile,15

increasing the time sequence length could result in greater uncertainty as both PICP and MPIW16

tend to show increasing trends. We reckon this could be because the filter propagates the state17

estimates over a longer period of time and thus must consider a greater amount of uncertainty18

in the system. Given the real-world application of traffic prediction, we could set the value of T19

as 168 to ensure prediction consistency in the duration of traffic patterns over a day.20
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Fig. 11. Time sequence settings

Table 2: Performances of different lengths of time sequence in the validation process

Length of time

sequence T

Point estimates Interval estimates

MAE MAPE RMSE R2 PICP MPIW ECE

11 (1 hour) 4.07 12.71% 5.55 0.907 81.96% 13.81 0.098

23 (2 hours) 4.17 12.58% 5.59 0.905 80.17% 13.78 0.448

83 (7 hours) 4.21 13.13% 5.68 0.902 82.60% 14.52 0.087

168 (14 hours) 4.36 13.84% 5.84 0.897 83.82% 15.21 0.096

E. Choice of intrinsic temporal features1

Fig. 12 displays the validation loss versus the training epoch with different intrinsic temporal2

features (τ(t) and τ(d)). None of the validation loss shows an increasing sign, indicating that3

overfitting does not occur during the training process with or without different intrinsic temporal4

features. Comparatively, it is observed that traffic speed data with the TimeOfDay τ(t) converge5

faster than all the other combinations. Moreover, the incorporation of the DayOfWeek τ(d) does6

not contribute to the improvement of prediction accuracy. It suggests that the temporal traffic7

patterns fluctuate more significantly over the period of a day than over different days of the week,8

and thus these patterns could be captured more accurately by τ(t) rather than τ(d). Therefore, we9

only incorporate τ(t), along with other evolution and update features (as introduced in Section10

2.2.1), into the proposed integrated prediction framework. However, it is important to note that11

the choice of intrinsic temporal features should be carefully considered based on the specific12

traffic patterns in different scenarios and datasets.13
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Fig. 12. Validation loss versus training epoch with different combination of intrinsic temporal

features

3.3 Testing Results and Discussion1

3.3.1 Point estimates2

In this section, we compare the prediction results against the ground truth value as shown in Fig.3

13. Fig. 13a and Fig. 13b show the predicted speeds over two different links inferred from the4

Autoscope detectors with distinct traffic patterns. It can be observed that all predicted speed5

values align well with the associated ground truths. Fig. 13c presents the predicted average6

speed extracted from AVI data over the entire study route. The time spans of all the sub-figures7

in Fig. 13 last for one week. The results generally show that the proposed prediction can8

derive accurate predictions despite different traffic patterns encountered at different locations9

and times.10

We now investigate the spatial-temporal features of the road network incorporated into the11

prediction framework via the model-based module. Fig. 14 depicts the heatmap of transition12

matrix parameters under congested and free-flow conditions. The higher diagonal values in the13

heatmaps suggest that the interactions between different road segments might be less significant14

due to the constraints imposed by high traffic density during congested conditions. In contrast,15

the fact that traffic flow tends to propagate more smoothly under free-flow conditions typically16

results in higher off-diagonal values. In addition, the diagonal value of link 4 (i.e., 0.75) is the17

highest and it also has the greatest influence (i.e., 0.20) on the journey time under congested18

conditions. This implies that link 4 can be considered as the bottleneck of the road corridor.19

The analysis of spatial-temporal features using the statistical dynamic linear model demonstrates20
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(a) Link 2

(b) Link 4

(c) Average speed of the entire route extracted from AVI

Fig. 13. Results of point estimates of traffic speed from 5 Mar. 2018 to 9 Mar. 2018

that the proposed framework has the ability to deliver interpretable traffic predictions rather1

than functioning as a black box.2

(a) 18:00 (congested condition) (b) 20:30 (free-flow condition)

Fig. 14. Heatmap of transition matrix parameters under different traffic conditions (a) Under

congested conditions; (b) Under free-flow conditions
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3.3.2 Interval estimates1

To evaluate the interval estimates, we first compare the confidence interval constructed based2

on the Eq.(25) as shown in Fig. 15. It is observed that the prediction algorithms are able3

to estimate the surges in traffic speed as well as the associated variability during peaks. As4

discussed in Section 3.3.1, the more dynamic speed variations at link 4 (see Fig. 15b) will have5

to be captured by a wider interval compared to the speed profile at link 2 (see Fig. 15a). Table6

3 compares the prediction performance of link 2 and link 4 under free-flow (16:00-17:00) and7

congested (08:00-09:00) conditions to further explore the prediction accuracy at different road8

links under different traffic periods. It can be found that the best prediction performance is9

achieved during free-flow periods in link 2 compared to link 4. This comparison result indicates10

a potential improvement for the proposed model in accurately estimating uncertainty in less11

predictable traffic scenarios with significant fluctuations in speed.12

(a) Link 2

(b) Link 4

(c) Average speed of the entire route extracted from AVI

Fig. 15. Results of interval estimates of traffic speed from 5 Mar. 2018 to 9 Mar. 2018

With regard to the correlation coefficients among the multivariate traffic features, Fig. 1613

shows the heatmap of the correlation matrix under different traffic conditions on 13 March 2018.14

The heatmap of the correlated matrix could provide insights into the spatio-temporal features of15
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Table 3: Testing results of selected links under free-flow and congested conditions

Traffic condition Link
Point estimates Interval estimates

MAE MAPE RMSE PICP MPIW

Free-flow
(16:00-17:00)

Link 2 2.57 11.43% 3.29 91.86% 10.39

Link 4 4.88 15.76% 6.59 88.24% 20.03

Congestion
(08:00-09:00)

Link 2 2.22 13.31% 3.11 94.12% 11.67

Link 4 6.20 15.93% 7.73 80.54% 18.71

the traffic speed patterns. It can be observed that the correlation coefficients between localized1

speed and the generalized average speed are comparatively larger than the relations between2

different pairs of localized speed. This implies the average speed of the entire route incorporates3

the information on traffic patterns from all the link segments. Fig. 16e shows the actual traffic4

patterns of link 2, link 4 and the entire route. It can be found that the traffic pattern of the entire5

route is more similar to the traffic pattern at link 2, but less relevant to the traffic pattern at link6

4. Consequently, the correlation coefficients between the traffic speed of link 2 and the entire7

route are the highest under different conditions. Moreover, it can be seen from Fig. 16d that a8

sudden deduction in traffic speed for the entire route occurs at 19:25, which is only observed in9

the spot speed at link 4. Therefore, the correlation coefficient between the spot speed at link 410

and the average speed of the entire route increases significantly. This again demonstrates that11

the proposed integrated model has the capability to predict the heteroscedastic uncertainty.12

On the effect of congestion, the figures reveal that the correlation coefficients between differ-13

ent localized links under free flow conditions are stronger than under transition and congested14

conditions. We attribute the stronger correlations to the more consistent traffic states under15

free flow conditions due to relatively smaller traffic volume and weaker speed fluctuations. It is16

also observed that correlation coefficients can be negative under transition conditions, while they17

tend to be positive under both congested and free-flow conditions. This can be interpreted as18

the fact that the congestion or disruption propagates backward through the traffic stream dur-19

ing transition conditions. Such hysteresis phenomenon in traffic flow causes negative correlation20

coefficients.21

Fig. 17 further shows the calibration plot incorporated with different sources of uncer-22

tainty, together with the comparison between the empirical and the theoretical distribution of23

the squared Mahalanobis distance to quantify the accuracy of uncertainty. The calibration plot24

demonstrates the effectiveness of the interval prediction. As shown in Fig. 17a, only considering25

the single source of uncertainty could result in the inaccurate estimation of overall uncertainty.26

Moreover, it can be found that stochastic uncertainty is the dominant source of uncertainty27
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(a) 8:00 (transition condition) (b) 8:50 (congested condition)

(c) 13:30 (free-flow condition) (d) 19:25 (sudden fluctuation)

(e) Ground truth values

Fig. 16. Correlation heatmap under different traffic conditions - 13 March 2018. (a) Under

transition conditions; (b) Under congested conditions; (c) Under free-flow conditions; (d) Under

dramatic fluctuation conditions; (e) Ground truth values of speed for link 2, link 4 and average

speed of the entire route.
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compared to model uncertainty in this scenario, which indicates that the variability of traf-1

fic prediction is primarily caused by inherent randomness rather than the lack of knowledge.2

Therefore, the physical model in the proposed integrated method could incorporate the domain3

knowledge, and thus could contribute to reducing the uncertainty that arises from the limited4

understanding of the underlying mechanism of the dynamic system when compared to pure5

data-driven methods. Furthermore, as discussed in Section 2.4, the empirical distribution of the6

squared Mahalanobis distance for an ideal uncertainty calibration should yield a perfect match7

with the theoretical χ2 distribution. It also can be seen from Fig. 17b that an improvement8

could be achieved with the incorporation of MC dropout during uncertainty inference. This also9

suggests the benefit of considering different sources of uncertainty for prediction accuracy and10

reliability.11

(a) Calibration figure (b) Cumulative distribution of ξdt

Fig. 17. Uncertainty quantification with different sources. (a) Calibration plot after incorpo-

rating model and stochastic uncertainty; (b) Comparison between the empirical distribution of

the squared Mahalanobis distance with theoretical distribution with (dropout rate p = 0.5 and

MC samples B = 5) and without uncertainty measurement.

3.4 Comparison with baseline algorithms12

The proposed method is compared with the following baseline methods with the inclusion of13

both point and interval metrics to prove its competitiveness:14

1. KF (Kwak and Geroliminis, 2020): Kalman Filtering with linear state space model is15

selected as our main model-based algorithm benchmark.16

2. AKF (Guo et al., 2014): Adaptive Kalman Filtering with linear state space model could17

update the process and measurement noises to track the heteroscedastic traffic conditions.18
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3. LSTM (Ma et al., 2015): Conventional-based Long short-term memory network with fully1

connected layers is used to extract the temporal features of traffic speed.2

4. GRU (Zhang and Kabuka, 2018): Conventional-based Gated recurrent unit is another type3

of RNN architecture used for processing time-series data.4

5. TCN (Ren et al., 2020): Temporal convolutional network utilizes a series of 1-D convolu-5

tional layers to extract temporal features in sequential data.6

6. GCN (Yu et al., 2020): Graph convolutional network is selected to extract the structural7

spatial features in the road network nodes.8

7. ConvLSTM (Petersen et al., 2019): Convolutional long short-term memory neural network9

is used to capture sptail-temporal features. ConvLSTM is a unified network which combines10

convolutional operations with LSTM units.11

8. TCN-LSTM (Bi et al., 2021): Temporal convolutional network with long short-term mem-12

ory network model. TCN module is used to extract short-term features and the LSTM13

module is used to capture the long-term dependence.14

9. CNN-LSTM (Zhuang et al., 2024): Convolutional neural network with long short-term15

memory network model, which combines a CNN module to extract spatial-temporal fea-16

tures of Autoscope data and an LSTM module to extract temporal features of AVI data.17

10. SE-CNN-LSTM-SA (Hu et al., 2018; Zheng et al., 2020): squeeze-and-excitation convolu-18

tional neural network with long short-term memory and self-attention. SE block is plugged19

into the CNN as a channel-wise attention mechanism, and the self-attention layer is used20

to capture the relationships between different spatial-temporal features in the sequence.21

11. GCN-LSTM (Li et al., 2019): Graph convolutional neural network with long short-term22

memory network model. This framework shares a similar structure with the CNN-LSTM23

to effectively capture both spatial dependencies in graph-structured Autoscope data and24

temporal dynamics of AVI data.25

12. ChebNet-LSTM (Hou et al., 2021): Chebyshev graph convolutions with long short-term26

memory network model. Based on the structure of GCN-LSTM, ChebNet uses Chebyshev27

polynomials to approximate graph convolutions for capturing higher-order neighborhood28

information.29

13. ChebNet-LSTM-SA (Hou et al., 2021; Zhao et al., 2022): Based on ChebNet-LSTM struc-30

ture, self-attention is incorporated into the network to dynamically weigh the importance31

of different spatial-temporal features.32
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14. MDBF-GRU: Integrated model-based and data-driven Bayesian framework with direct1

artificial neural network (shown in Fig. 1b). This structure also utilizes the GRU and the2

same hyperparameters as the proposed model.3

Table 4 shows the testing results of all selected baseline models. We compare the proposed4

integrated model with the common model-based benchmarks, namely the KF and AKF. Next,5

we consider the performance of pure data-driven algorithms. Data-driven models are utilized as6

a black box, directly mapping the observed data to the end-to-end point and interval estimations7

using the loss function introduced in Section 2.3.1 without explicit knowledge. The structure8

and the hyperparameters of all the models are initially set based on the experiences and tuned9

based on the validation results respectively. The early stopping technique is applied to avoid10

overfitting. Among the selected data-driven algorithms, LSTM and GRU models are the typical11

and most widely applied recurrent neural networks to handle sequence data. TCN is another12

type of time-series prediction model that could capture longer-term dependencies across multiple13

time steps thanks to its convolutional layers. To better capture the short-term and long-term14

dependencies simultaneously, the combination of TCN with LSTM is also introduced. To further15

consider the spatio-temporal feature extraction, ConvLSTM is introduced to simultaneously16

process the spatial and temporal information. In addition, a two-stream novel combination17

of CNN and LSTM is selected as another powerful approach to extract the spatial-temporal18

features separately. SE-CNN-LSTM-SA model incorporates the squeeze-and-excitation block19

into the CNN to improve channel interdependencies and uses the self-attention mechanism to20

effectively integrate spatial and temporal information from these two parallel modules. Graph-21

based models are also selected as baselines due to their ability to incorporate the topology22

of transportation networks. Based on the foundation of GCN models, GCN-LSTM combines23

GCN with LSTM to capture spatial and temporal dynamics in sequential data. ChebNet-LSTM24

enhances this framework by utilizing Chebyshev polynomials to approximate graph convolutions,25

while the ChebNet-LSTM-SA model further incorporates self-attention mechanisms to weight26

the importance of different features. Lastly, we validate the effectiveness of the architectural27

design by comparing the proposed model to the integrated model which directly replaces the28

second-order statistics calculation process with the GRU network.29
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Table 4: Testing results of baseline algorithms

Algorithm
Training Time

(seconds)

Point estimates Interval estimates

MAE MAPE RMSE R2 PICP MPIW ECE

(I) Model-based algorithms

KF - 7.26 24.24% 8.60 0.717 78.14% 20.88 3.260

AKF - 7.30 24.19% 8.62 0.711 82.08% 22.91 3.149

(II) Data-driven algorithms

LSTM 1564.50 5.01 16.85% 6.81 0.820 92.87% 23.93 0.008

GRU 1268.99 4.58 15.76% 6.26 0.848 93.26% 22.51 0.010

TCN 1448.77 4.51 14.44% 5.94 0.863 97.29% 27.64 0.038

GCN 1806.73 4.74 14.67% 6.19 0.851 93.41% 28.07 0.013

ConvLSTM 1365.59 4.49 14.71% 6.09 0.872 98.98% 34.43 0.134

TCN-LSTM 1523.35 4.49 13.74% 5.91 0.864 96.17% 25.67 0.035

CNN-LSTM 1561.74 4.22 12.07% 5.59 0.879 97.75% 28.96 0.086

SE-CNN-LSTM-SA 1946.74 3.84 11.71% 5.19 0.896 98.85% 26.91 0.115

GCN-LSTM 1925.56 3.96 14.02% 5.66 0.876 91.76% 17.90 0.026

ChebNet-LSTM 2054.74 4.34 13.35% 5.69 0.874 97.53% 31.14 0.131

ChebNet-LSTM-SA 2156.35 4.00 12.21% 5.32 0.890 96.53% 26.42 0.071

(III) Integrated algorithms

MDBF-GRU 1695.19 3.96 11.88% 5.16 0.898 89.53% 17.45 0.281

Proposed 1311.41 3.49 10.56% 4.65 0.917 90.41% 15.27 0.008

As shown in Table 4, the proposed integrated model can deliver the best point prediction1

compared with the baseline algorithms. The model-based algorithms have the worst performance2

among all the selected baselines due to the difficulties of estimating noise measurement in real-3

world applications. It can also be observed that all the pure data-driven algorithms perform4

better than the model-based algorithms, indicating that the data-driven model can better deal5

with complicated dynamic systems. Furthermore, among all the pure data-driven models, the6

SE-CNN-LSTM-SA shows the best performance by utilizing spatial-temporal traffic information.7

Unlike other models, the CNN module allows it to extract spatial features across different link8

segments. However, graph-based models do not improve the prediction accuracy but increase9

the model training time due to the simplistic topology of the road corridor compared to CNN-10

based models. Although these models could deliver relatively acceptable performance in point11

predictions, they fail to provide reliable interval prediction resulting in wider intervals. These12

data-driven models require large datasets to train the numerical parameters even for relatively13
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simple tasks. This characteristic increases model uncertainty and leads to an overestimation of1

overall uncertainty. Therefore, the limited data in our experimental scenario makes the data-2

driven less efficient in point prediction. Moreover, it can be observed that data-driven models3

tend to improve the point prediction accuracy at the expense of uncertainty estimation when4

comparing SE-CNN-LSTM-SA to LSTM.5

Fig. 18. Comparisons of uncertainty calibration plots among different baseline algorithms

Compared to purely model-based and data-driven algorithms, integrated algorithms could6

improve the prediction performance from the following three aspects: first, the incorporation7

of the state space model into the data-driven approaches could improve model interpretability,8

reduce the model complexity and enhance the data efficiency. Then, the constrained input-9

output mappings in the data-driven module have specific theoretical meanings instead of being10

a black box, resulting in less trainable parameters and explainable data-driven architecture in11

tracking second-order statistics. Finally, by following the “predict-correct” structure of Kalman12

filtering, the proposed model could calibrate predictions with new observations and thus improve13

the prediction accuracy. We can observe that the proposed algorithm has improved the value14

of R2 by 2.34% compared to the SE-CNN-LSTM-SA. In addition, MBDF-GRU can offer com-15

parative results on point prediction, but it still fails to achieve better uncertainty prediction as16

shown in Fig. 18. This also reveals and supports the benefits of utilizing separate GRU cells for17

tracking the second-order statistics in uncertainty quantifications by preserving the operational18

manner of the Bayesian filter. In terms of computational complexity, the training time of the19

proposed model is comparable to that of a conventional GRU-based baseline while significantly20

improving prediction accuracy. CNN-LSTM-based models could achieve similar point prediction21

performance but are relatively computationally intensive due to their large number of train-22

able parameters when compared with the proposed model. These facts support the proposed23
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integrated method as a promising and computationally efficient approach for traffic prediction1

compared with purely data-driven or model-based algorithms.2

4 Conclusions3

This paper proposes a Bayesian framework which integrates the model-based Kalman filter-4

ing with the data-driven artificial neural network to provide stochastic traffic predictions. The5

correlated and heteroscedastic uncertainty, along with the point predictions, are quantified si-6

multaneously in the form of the state vector and estimate covariance matrix. The architecture7

of the proposed integrated model is designed to maintain the operation flow of the Kalman fil-8

tering to keep its interpretability. We incorporate the dynamic linear state space model as the9

predictor of traffic states and use four separate GRU cells to track the second-order statistics.10

These data-driven modules interact and exchange their features following the calculation oper-11

ation of corresponding noise-dependent second-order statistics. By using the learned features12

from GRU cells as inputs to produce the Kd
t , the integrated model escapes from the dependence13

on the knowledge of noise measurements and benefits from both the strengths of model-based14

and data-driven approaches. This constrained network architecture provides less abstraction15

by preserving the general state space model of Kalman filtering as its model-based core, thus16

providing generalizability to related problems without modifications to the network architecture.17

The model is trained end-to-end using the multivariate Gaussian negative log-likelihood loss, and18

we present how to incorporate both the model and stochastic uncertainty during the inference19

by MC dropout.20

The proposed prediction framework is implemented and tested with traffic data collected from21

a selected Hong Kong corridor and compared with eight other established prediction methods22

for benchmarking. The results reveal that the proposed model could yield accurate point and23

interval predictions. It outperforms both the pure model-based and data-driven approaches,24

demonstrating its capability to leverage data efficiency and domain knowledge. Such performance25

can be achieved with a relatively small dataset, which is more applicable to real-world problems.26

Furthermore, the integration of model uncertainty by MC dropout during inference could also27

improve prediction accuracy and reliability, and it is found that stochastic uncertainty is the28

dominant source of uncertainty in our proposed model. We reckon this could be due to the29

fact that the incorporation of domain knowledge into the artificial neural network contributes30

to reducing the model uncertainties arising from the model parameters. Moreover, on the effect31

of including different intrinsic temporal features, our experiment shows that the inclusion of the32

time-of-day indicator contributes more to the effectiveness of traffic prediction. This suggests the33

temporal patterns fluctuate more significantly over a day than over different days of the week.34

This work contributes to the development of reliability-based intelligent transportation sys-35
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tems. The proposed integrated model could be applied in real-world travel guidance systems in1

an online manner, making it possible to continuously update the estimates of the dynamic traffic2

systems when new observations are available. It also offers the potential to take advantage of3

both model-based and data-driven approaches to provide more reliable and robust predictions.4

However, it is noted that the physical model presented herein is based on a statistical approach5

applied to a small-scale road corridor. In the future, we will integrate the proposed model into6

traffic networks through the use of more advanced traffic flow modeling techniques (e.g. cell7

transmission model and kinematic wave traffic model (Su et al., 2021)) and high-dimensional8

statistical techniques (e.g. Lasso regression (Kamarianakis et al., 2012), high dimensional re-9

gression (Bouchouia and Portier, 2021) and principal component analysis (Zhong et al., 2023))10

via the model-based core to produce interpretable results. Moreover, we would like to point11

out that the state space model incorporated in the framework is a linear system, and a future12

direction we have been working on is to improve the current framework based on the extended13

Kalman filtering to handle the traffic non-linearity. Moreover, it is important to note that the14

state space model incorporated in our framework is a linear system. A future direction which15

we are working on is to improve the current framework based on the extended Kalman filtering.16

This approach is suitable for non-linear traffic systems, as it linearizes the state and observation17

functions using a first-order Taylor expansion to address the traffic non-linearity problem.18
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