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ABSTRACT
Aims/Introduction: Two Hong Kong Chinese non-laboratory-based prediabetes/
diabetes mellitus (pre-DM/DM) risk models were developed using logistic regression (LR)
and machine learning, respectively. We aimed to evaluate the models’ validity in case
finding of pre-DM/DM in a Chinese primary care (PC) population. We also evaluated the
validity of a risk-scoring algorithm derived from the LR model.
Materials and Methods: This was a cross-sectional external validation study on
Chinese adults, without a prior DM diagnosis, who were recruited from public/private PC
clinics in Hong Kong. A total of 1,237 participants completed a questionnaire on the
models’ predictors. Of that, 919 underwent blood glucose testing. The primary outcome
was the models’ and the algorithm’s sensitivity in finding pre-DM/DM cases. The
secondary outcomes were the models’ and the algorithm’s specificity, positive/negative
predictive values, discrimination and calibration.
Results: The models’ sensitivity were 0.70 (machine learning) and 0.72 (LR). Both
showed good external discrimination (area under the receiver operating characteristic
curve: machine learning 0.744, LR 0.739). The risks estimated by the models were lower
than the observed incidence, indicating poor calibration. Both models were more effective
among participants with lower pretest probabilities; that is, age 18–44 years. The
algorithm’s sensitivity was 0.77 at the cut-off score of ≥16 out of 41.
Conclusion: This study showed the validity of the models and the algorithm for
finding pre-DM/DM cases in a Chinese PC population in Hong Kong. They can facilitate
more cost-effective identification of high-risk individuals for blood testing to diagnose pre-
DM/DM in PC. Further studies should recalibrate the models for more precise risk
estimation in PC populations.

INTRODUCTION
Prediabetes elevates the risks of long-term health complications
even before the onset of diabetes mellitus1. Approximately 70%
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of individuals with prediabetes eventually develop diabetes, with
an annual conversion rate of 5–10%2. Conversely, timely inter-
ventions are effective in delaying and/or reversing diabetes
progression3–5. However, as the current guidelines primarily
focus on diabetes screening among high-risk populations, such
as adults aged ≥45 years6, over half of Hong Kong’s prediabetes
cases are unaware of their conditions7.
Globally, various risk prediction tools have been developed for

identifying prediabetes cases8,9. Those solely using non-
laboratory-based predictors are often preferred in clinical prac-
tice, as they can reduce the cost and inconvenience of unneces-
sary blood tests. However, to the best of our knowledge, existing
non-laboratory-based tools for Chinese adults; that is, the New
Chinese Diabetic Risk Score (NCDRS)10 and the Non-invasive
Diabetes Score (NDS)11, estimate diabetes risks only.
Using the available data from the Hong Kong Population

Health Survey 2014–157, Dong et al. developed two new Hong
Kong (HK) Chinese non-laboratory-based prediabetes/diabetes
risk models. They incorporated lifestyle variables that are read-
ily available in routine clinical practice by logistic regression
(LR) and machine learning (ML) methods (URL: https://www.
hk-dm-cx-risk-engine.hku.hk/predm)12. They can potentially be
applied as an initial screening tool in the general and primary
care (PC) populations. Based on the predicted outcomes, they
could triage those that require follow-up blood tests and opti-
mize the resources needed for diagnosing prediabetes/diabetes13.
The models’ internal validation – the model’s performance
using a subsample split from the same dataset that is used for
model development14 – shows good discrimination in detecting
individuals with prediabetes/diabetes12. However, their external
validity – the model’s performance in an independent sample
that is different from that used in model development14 – has
yet to be confirmed.
The ‘Transparent Reporting of a multivariable prediction

model for Individual Prognosis Or Diagnosis’ (TRIPOD) state-
ment recommends that all risk prediction models be externally
validated in the intended population before clinical
implementation15. In the present study, we evaluated the exter-
nal validity of the models in detecting prediabetes/diabetes cases
in a Chinese adult population recruited from public and private
PC clinics in Hong Kong. We also derived a user-friendly
risk-scoring algorithm from the LR model and evaluated its
performance in the same population.

MATERIALS AND METHODS
Case definition
We applied the same case definitions as the models’ development
study12. Prediabetes and diabetes cases were determined by oral
glucose tolerance testing (OGTT) and/or hemoglobin A1c
(HbA1c). Prediabetes was defined as fasting glucose of 6.1–
6.9 mmol/L16, 2-h post-75 g-glucose-solution-OGTT of 7.8–
11 mmol/L16 or HbA1c of 5.7–6.4%17. Diabetes was defined as a
fasting glucose of ≥7.0 mmol/L16, 2-h post-75 g-glucose-
solution-OGTT of ≥11.1 mmol/L16 or HbA1c of ≥6.5%17.

Study design and population
This was a cross-sectional external validation study carried out
in Hong Kong between April 2021 and January 2022. Details
of the study design, population and data collection procedures
for the present study can be found in the published study
protocol18. In short, Chinese adults aged between 18 and
84 years who did not have any prior diagnoses of diabetes, cor-
onary heart disease, stroke, chronic kidney disease, cancer or
anemia were eligible, non-Chinese individuals, individuals who
were unable to communicate in Chinese or English and those
who were pregnant or too ill to complete a questionnaire were
excluded. Convenience sampling was used, and participation
was voluntary. Participants were recruited by research assistants
in participating clinics, referred by their consulting doctors,
self-referred or referred through snowball sampling. Participants
younger than 45 years were purposefully recruited to ensure a
more representative distribution of age groups.

Outcome measures and sample size calculation
The study’s primary outcome was the sensitivity of the models
and the algorithm in finding prediabetes/diabetes cases in the
PC study population. Secondary outcomes included the models’
and the algorithm’s specificity, positive predictive value (PPV),
negative predictive value (NPV), discrimination and the models’
calibration.
Based on the models’ hypothesized sensitivity of ≥75% and a

15.08% prevalence of undiagnosed prediabetes/diabetes in Hong
Kong7, 710 adults were needed to achieve the minimal accept-
able lower 95% confidence limit of >0.619. We planned to
recruit 1,014 participants to account for 30% attrition.

Data collection
Each participant completed a written consent to participate in
the study, and completed a questionnaire on sociodemographic
information, personal and family history of chronic medical
conditions, and lifestyle habits. They then attended designated
laboratories for blood tests (OGTT, complete blood count,
HbA1c) and anthropometric measurements. The results of the
anthropometric and blood test measurements were screened by
a clinician in the study team to identify participants who
required referral back to their recruiting clinic for further man-
agement of abnormalities.

Derivation of a risk-scoring algorithm from the LR model
We derived a scoring algorithm from the LR model based on the
methods reported by Sullivan et al20. The total prediabetes/diabe-
tes risk score, which ranged from 0 (lowest risk) to 41 (highest
risk), was obtained by summating each predictor’s score.

Statistical analysis
Descriptive statistics were used to present the incidence of
newly diagnosed prediabetes and diabetes, and the characteris-
tics of study participants. We applied the study participants’
data to each risk model to estimate the prediabetes/diabetes risk
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level. We calculated the models’ sensitivity, specificity, PPV,
and NPV at their optimal and different risk thresholds. The
highest value of Youden’s index (sensitivity + specificity - 1)
determined the models’ optimal thresholds. We obtained both
models’ areas under the receiver operating characteristic curves
(AUC-ROC) to determine their discrimination while generating
the 95% confidence intervals (CIs) through bootstrapping
methods. The models’ calibration was assessed using the
Hosmer–Lemeshow test and calibration plots.
Subgroup analyses (by age, sex and the presence or absence

of a family history of diabetes) on sensitivity, specificity, PPV,
NPV and AUC-ROC were carried out to identify the models’
performance in specific PC populations. As there is no other
Chinese non-laboratory-based prediabetes risk-scoring algo-
rithm, we applied two existing diabetes risk scores, the
NCDRS10 and the NDS11, to our study population data to
compare the performances of the new HK Chinese models to
existing models. The sensitivity, specificity, PPV, NPV and dis-
crimination of the risk-scoring algorithm were also determined
in the study population.
Statistical analyses were carried out using R 3.5.1 (The R

Foundation for Statistical Computing, Vienna, Austria), with
statistical significance taken as P < 0.05.

RESULTS
A total of 1,237 Chinese adults completed the questionnaire, of
which 919 (74.3%) completed the blood tests and anthropomet-
ric measurements. The characteristics of those included in the
final analyses of this study (n = 919) and those lost to
follow-up who did not attend the blood test (n = 318) are
shown and compared in Table S1. The characteristics of partici-
pants between the PC validation study population and the
models’ original development study sample are shown in
Table 1. In the PC population, the incidence of newly diag-
nosed prediabetes/diabetes was 53.43% (n = 491), including
49.18% (n = 452) pre- diabetes and 4.24% (n = 39) diabetes.

Predictive performance of the HK Chinese risk models in the
PC population
The ROC curves showed that both models offered satisfactory
external discrimination in detecting prediabetes/diabetes cases,
with no significant difference between them (Figure 1;
AUC-ROC ML 0.744 [95% CI 0.7127, 0.7734], AUC-ROC LR
0.739 [95% CI 0.7063, 0.7701]; Delong’s test P > 0.05). The opti-
mal risk thresholds of the models were 17.7% (LR) and 16.7%
(ML), which offered similar sensitivities of 0.72 (95% CI 0.68,
0.76) and 0.69 (95% CI 0.65, 0.74), respectively. Detailed results
of both models at their optimal, 10, 15, 20 and 25% estimated
risk thresholds, as well as the models’ performance at fixed sensi-
tivity levels (i.e., 0.9, 0.8 and 0.75), are listed in Table 2. Results
from the Hosmer–Lemeshow test (P < 0.01) and the calibration
plots (Figure 2a,b) showed that the risk levels estimated by both
models were significantly lower than the actual incidence in the
study population, which indicated poor calibration.

Table 1 | Participants’ characteristics in the external validation study
population (n = 919) and original development dataset (n = 1857)

External validation
study participants

(n = 919)

Participants from the
development sample

(n = 1857)
Mean (SD)

Age (years) 51.4 (13.59) 40.7 (15.48)
BMI (kg/m2) 23.3 (3.65) 23.03 (3.77)
WHR 0.846 (0.072) 0.84 (0.07)
Waist (cm) 82.0 (10.28) 79.68 (10.65)
Hip (cm) 96.8 (7.1) NA
Mean SBP (mmHg) 120.8 (18.53) 115.8 (17.36)
Mean DBP
(mmHg)

71.9 (10.36) 76.6 (10.39)

Vigorous
recreational
activity
(min/week)

41.0 (108.43) 37.2 (111.41)

Fruit consumption
(serves/month)

36.3 (24.49) 32.3 (35.53)

Sleep duration
(h/day)

6.75 (1.25) 6.9 (1.19)

%
Smokers 5.22 12.17

BMI, body mass index; DBP, diastolic blood pressure; NA, not applicable
due to unavailability; SBP, systolic blood pressure; WHR, waist-to-hip ratio.

Figure 1 | Receiver operating characteristic (ROC) curves of risk
prediction models to detect prediabetes mellitus and diabetes mellitus
on the validation study population (n = 919). 95% CIs were calculated
using bootstrap; AUC, area under curve; LR, logistic regression; ML,
machine learning.
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Models’ performance in specific PC subgroups
The two models had similar discrimination performances in
the various age subgroups (Delong’s test P-value >0.05). Both
models had the best discrimination and sensitivity in the
18–44-years-old subgroup, for whom the incidence of prediabe-
tes/diabetes was the lowest among all age subgroups
(AUCs-ROC ML 0.738 [95% CI 0.6708, 0.8031], LR 0.728
[95% CI 0.6600, 0.7693]). For the male subgroup, the ML
model had a better specificity of 0.80 (95% CI 0.73, 0.87), but a
low sensitivity of 0.58 (95% CI 0.51, 0.66). In contrast, the LR
model had a better sensitivity of 0.88 (95% CI 0.83, 0.93), but a
low specificity of 0.49 (95% CI 0.40, 0.57). Both models had
higher discrimination and sensitivity in the subgroup without a
family history (AUCs-ROC ML 0.756 [95% CI 0.7181, 0.7949],
LR 0.754 [95% CI 0.7151, 0.7937]) than that with a positive
family history (AUCs-ROC ML 0.721 [95% CI 0.6691, 0.7764],
LR 0.706 [95% CI 0.6500, 0.7591]). AUCs-ROC by subgroups
are shown in Figures S1–S3, and the results of the models’ per-
formances by subgroups are tabulated in Tables S2–S4.

Models’ performance compared with existing diabetes
risk-scoring algorithm
The AUC-ROCs of the new models were generally larger than
those of the NCDRS and NDS in our PC study population
(ML 0.744 [95% CI 0.7127, 0.7734], LR 0.739 [95% CI 0.7063,
0.7701], NCDRS 0.738 [95% CI 0.7066, 0.7697], NDS 0.720
[95% CI 0.6866, 0.7524]), whereas the ML model’s AUC-ROC
was significantly higher than the NDS (DeLong’s test

P = 0.018). The NDS was the most sensitive in detecting predi-
abetes/diabetes among the risk tools (ML 0.69 [95% CI 0.65,
0.74], LR 0.72 [95% CI 0.68, 0.76], NCDRS 0.71 [95% CI 0.67,
0.75], NDS 0.78 [95% CI 0.75, 0.82]), but it had the lowest
specificity (ML 0.67 [0.62, 0.71], LR 0.65 [95% CI 0.60, 0.69],
NCDRS 0.66 [95% CI 0.61, 0.70], NDS 0.55 [95% CI 0.51,
0.60]). At a fixed sensitivity of 75%, the ML and LR had a
higher specificity than the others (ML 0.60 [95% CI 0.55, 0.65],
LR 0.60 [95% CI 0.55, 0.64], NCDRS 0.54 [95% CI 0.50, 0.59],
NDS 0.55 [95% CI 0.51, 0.60]). The AUC-ROCs of the new
models and the existing risk scores are shown in Figure S4,
and the performance at their respective optimal risk thresholds/
score cut-offs are shown in Table S5.

The risk-scoring algorithm derived from the LR model
The prediabetes/diabetes risk-scoring algorithm is shown in
Table 3. The AUC-ROC in the PC study population was 0.731
(95% CI 0.6969, 0.7615). There was no significant difference in
discrimination between the LR model and the risk-scoring algo-
rithm (Delong’s test P > 0.05). The Youden’s index suggested
that ≥18 out of 41 was the optimal cut-off score, with a sensi-
tivity, specificity, PPV and NPV of 0.63 (95% CI 0.58, 0.67),
0.72 (95% CI 0.68, 0.76), 0.72 (95% CI 0.68, 0.76) and 0.63
(95% CI 0.58, 0.67), respectively. At the study’s proposed sensi-
tivity of 75%, the cut-off score was ≥16 out of 41 with a speci-
ficity, PPV and NPV of 0.56 (95% CI 0.51, 0.61), 0.67 (95% CI
0.63, 0.70) and 0.68 (95% CI 0.63, 0.73), respectively. The per-
formance of the risk-scoring algorithm in finding prediabetes/

Table 2 | Sensitivity, specificity, positive predictive value and negative predictive value of the Hong Kong Chinese non-laboratory-based risk
prediction models to detect new prediabetes/diabetes cases in the primary care study population at different risk thresholds and at different
sensitivity levels (n = 919)

Risk threshold Model Sensitivity (95% CI) Specificity (95% CI) PPV (95% CI) NPV (95% CI)

Models’ performance at different risk thresholds (10%/15%/20%/25%)
Optimal†

16.7% ML 0.69 (0.65, 0.74) 0.67 (0.62, 0.71) 0.70 (0.66, 0.75) 0.65 (0.61, 0.70)
17.7% LR 0.72 (0.68, 0.76) 0.65 (0.60, 0.69) 0.70 (0.66, 0.74) 0.67 (0.63, 0.72)
10% ML 0.87 (0.84, 0.90) 0.43 (0.38, 0.47) 0.63 (0.60, 0.67) 0.74 (0.69, 0.79)

LR 0.89 (0.86, 0.91) 0.41 (0.36, 0.46) 0.63 (0.60, 0.67) 0.76 (0.70, 0.81)
15% ML 0.74 (0.70, 0.77) 0.61‡ (0.57, 0.66) 0.69 (0.65, 0.73) 0.67 (0.62, 0.72)

LR 0.78 (0.74, 0.81) 0.55 (0.51, 0.60) 0.67 (0.63, 0.71) 0.68 (0.64, 0.73)
20% ML 0.60‡ (0.55, 0.64) 0.74‡ (0.69, 0.78) 0.72 (0.68, 0.77) 0.61 (0.57, 0.66)

LR 0.64 (0.60, 0.68) 0.69 (0.65, 0.73) 0.70 (0.66, 0.75) 0.63 (0.58, 0.67)
25% ML 0.48 (0.44, 0.52) 0.82 (0.78, 0.85) 0.75 (0.70, 0.80) 0.58 (0.54, 0.62)

LR 0.48 (0.44, 0.53) 0.82 (0.78, 0.85) 0.75 (0.70, 0.80) 0.58 (0.54, 0.62)
Models’ performance at different sensitivity levels (0.9/0.8/0.75)
8.7% ML 0.90 0.38 (0.33, 0.42) 0.62 (0.59, 0.66) 0.77 (0.71, 0.82)
8.9% LR 0.37 (0.32, 0.41) 0.62 (0.58, 0.66) 0.76 (0.70, 0.82)
13.2% ML 0.80 0.53 (0.48, 0.58) 0.66 (0.62, 0.70) 0.70 (0.65, 0.75)
14.1% LR 0.53 (0.48, 0.57) 0.66 (0.62, 0.70) 0.70 (0.65, 0.75)
14.9% ML 0.75 0.60 (0.55, 0.65) 0.68 (0.64, 0.72) 0.68 (0.63, 0.73)
16.4% LR 0.60 (0.55, 0.64) 0.68 (0.64, 0.72) 0.68 (0.63, 0.72)

†Determined by Youden’s Index. ‡McNemar’s v2-test, P < 0.05. DM, diabetes mellitus; LR, logistic regression; ML, machine learning; NPV, negative
predictive value; PC, primary care; PPV, positive predictive value; Pre-DM, prediabetes.
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diabetes cases in the study population at different cut-off scores
is shown in Table 4.

DISCUSSION
The present results supported the external validity of the new
HK Chinese non-laboratory-based risk prediction models and
the derived risk-scoring algorithm in identifying prediabetes/

diabetes cases in a PC population. At their optimal risk thresh-
olds (LR 17.7%, ML 16.7%), the LR and ML models had a sen-
sitivity of detecting prediabetes/diabetes cases of 0.72 (95% CI
0.68, 0.76) and 0.69 (95% CI 0.65, 0.74), respectively. The scor-
ing algorithm had a sensitivity of 0.77 (95% CI 0.73, 0.81) at
the cut-off score of ≥16 out of 41. The AUCs-ROC of the
models and scoring algorithm were 0.74 (95% CI 0.71, 0.77;

Figure 2 | Calibration plots of the (a) machine learning (ML) and (b) logistic regression (LR) model to detect prediabetes mellitus and diabetes
mellitus on the validation study population (n = 919). The x-axis is the predicted risk of prediabetes mellitus and diabetes mellitus, and the y-axis is
the observed risk of prediabetes mellitus and diabetes mellitus. The curves were fitted based on restricted cubic splines. At the bottom of the
graphs, histograms of the predicted risks are shown for the participants with (1) and without (0) prediabetes and diabetes mellitus.
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ML), 0.74 (95% CI 0.71, 0.77; LR) and 0.73 (95% CI 0.70, 0.76;
algorithm). However, the models were poorly calibrated for
estimating the risk of prediabetes/diabetes in the PC study pop-
ulation. Subgroup analyses showed that both models were most
effective in case finding among participants with a lower pretest

probability, specifically those aged 18–44 years and those with-
out any family history of diabetes.
Although the ML model had a better discrimination perfor-

mance than the LR model in their internal validation12, there
was no significant difference in AUC-ROCs between them in
our study. Similar studies reported comparable performances
between LR and ML models21–23. A systematic review that
compared clinical prediction models also reported that ML
models did not offer incremental benefits in performance over
LR models24. The reduced performance of the ML model in
external validation could be due to ML models being more
prone to overfitting than LR models25–28. As ML models oper-
ate by best-fitting relationships between predictors and out-
comes in the original development sample29,30, their
performance might not be as generalizable when applied to
other populations31. In the present study, the LR model offered
a higher sensitivity, but a lower specificity in the PC popula-
tion, which might be preferred as an initial screening tool.
The present findings suggested that the HK Chinese models

and risk-scoring algorithm would be most useful for case find-
ing among population groups with lower prediabetes/diabetes
incidences. These people are considered as “low risk” and are
often not included in current guidelines on diabetes screening.
The Hong Kong Reference Framework for Diabetes Care for
Adults in Primary Care Settings recommends diabetes screening
only for adults at or over the age of 45 years6. Our tools can
supplement the current guidelines to enhance case findings
among individuals aged younger than 45 years.
The prediabetes/diabetes risk score is obtained by simple

addition, facilitating opportunistic case finding at the point of
care in busy PC clinics and by self-assessment. Although the
statistically optimal cut-off score determined by Youden’s index
was ≥18/ out of 41, the sensitivity was low at 0.63. This indi-
cates that 37% of prediabetes/diabetes cases could be missed.
Using ≥16 out of 41 as the practical cut-off score, the sensitiv-
ity, specificity, PPV and NPV of the algorithm are 0.77, 0.56,
0.67 and 0.68, respectively. The selection of the cut-off score
should strike a balance between the potential health risks of
undiagnosed prediabetes/diabetes, and the burden of cost and

Table 3 | The prediabetes/diabetes risk scoring algorithm converted
from the Hong Kong Chinese non-laboratory-based logistic regression
risk prediction model

Risk prediction variables Categories Scores

Age (years) 18–40 0
41–49 8
50–59 10
60–69 11
70–84 10
≥85 6

Body mass index (kg/m2) <21 0
21–21.9 2
22–22.9 3
23–25.9 5
≥26 10

Waist-to-hip ratio <0.85 0
0.85–0.89 2
0.9–0.99 3
≥1 5

Smoker No 0
Yes 4

Sleep duration (h/day) <6, and you are aged
<45 years 6
≥45 years 2
≥6
For all ages 0

Vigorous exercise (min/week) None 3
10–119 2
≥120 0

Fruit consumption (serve/day) None 2
<1 1
≥1 0

Table 4 | Sensitivity, specificity, positive predictive value and negative predictive value of the Hong Kong Chinese risk scoring algorithm risk scoring
algorithm to detect new prediabetes/diabetes cases and the percentage of individuals identified as high-risk by the algorithm in the primary care
study population at different cut-off scores (n = 919)

Cut-off score (out of 41) Sensitivity (95% CI) Specificity (95% CI) PPV (95% CI) NPV (95% CI)

≥14 0.87 (0.84, 0.90) 0.42 (0.37, 0.46) 0.63 (0.59, 0.67) 0.73 (0.68, 0.79)
≥15 0.82 (0.78, 0.85) 0.49 (0.44, 0.54) 0.65 (0.61, 0.68) 0.70 (0.65, 0.75)
≥16 0.77 (0.73, 0.81) 0.56 (0.51, 0.61) 0.67 (0.63, 0.70) 0.68 (0.63, 0.73)
≥17 0.68 (0.64, 0.73) 0.66 (0.61, 0.70) 0.70 (0.65, 0.74) 0.64 (0.60, 0.69)
≥18† 0.63 (0.58, 0.67) 0.72 (0.68, 0.76) 0.72 (0.68, 0.76) 0.63 (0.58, 0.67)
≥19 0.52 (0.48, 0.57) 0.79 (0.75, 0.83) 0.74 (0.70, 0.79) 0.59 (0.55, 0.63)

†Optimal cut-off score determined by Youden’s Index. DM, diabetes mellitus; NPV, negative predictive value; PC, primary care; PPV, positive predic-
tive value; Pre-DM, prediabetes.
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time of the diagnostic blood test for the “screened-positive”
individuals. As the confirmatory blood test for prediabetes/dia-
betes is relatively inexpensive and causes little harm, having a
more sensitive cut-off score at the expense of more false posi-
tive cases and resultant additional blood tests might be
justifiable.
Considering the low calibration of the models at this stage,

they are not suitable for estimating the absolute levels of predi-
abetes/diabetes risk for individuals in PC. Future studies that
recalibrate and/or update the models according to the charac-
teristics of the patient population in PC, such as higher predia-
betes/diabetes incidence, are warranted to improve their
prediction precision for clinical application.
The present study had several points of strength. First, we

offered an easy-to-use, initial, preblood test screening tool to
allocate resources better to diagnose prediabetes/diabetes among
individuals in PC. Second, we validated the models in the
intended population with participants recruited from Hong
Kong’s public and private PC clinics. This enhanced the local
applicability and representativeness of our results. Third, as the
development and validation populations were sampled indepen-
dently, it increased the reliability of our findings while avoiding
data leakage between study populations, which could overesti-
mate performances32. In contrast, some limitations of our study
should be acknowledged. Voluntary convenience sampling
tended to attract individuals with higher risks. The pre diabe-
tes/diabetes incidence (53.42%) in the study population was
much higher than that of the original development sample
(15.08%), which used a population-representative random sam-
pling method7. Such differences lowered the models’ calibration
in the PC population, and might mislead users and clinicians
during clinical decision-making33. The high prevalence in our
study population could also lead to overestimating the PPVs
and underestimating the NPVs of the models, as predictive
values depend on the pretest probability34,35. Finally, the results
from the HK Chinese PC population might not be generaliz-
able to Chinese populations in other parts of the world due to
potential lifestyle and environmental differences.
The present findings supported the validity and discrimina-

tion of two new HK Chinese non-laboratory-based prediabetes/
diabetes risk prediction models in a Chinese PC population in
HK. A simplified risk-scoring algorithm performed similarly to
its original model. We recommend a cut-off score of ≥16 out
of 41 for case finding of individuals at risk of prediabetes/diabe-
tes cases in PC. We hope this algorithm can serve as an easy-
to-use initial screening tool at the point of care to facilitate
more effective identification of individuals for further blood
tests to detect prediabetes/diabetes in busy clinical practices.
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SUPPORTING INFORMATION
Additional supporting information may be found online in the Supporting Information section at the end of the article.

Figure S1. (a–c) ROC curves of the new Hong Kong Chinese risk prediction models to detect new pre-DM/DM cases in the PC
study population by age groups.
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Figure S2. (a–c) ROC curves of the new Hong Kong Chinese risk prediction models to detect new pre-DM/DM cases in the PC
study population by gender.

Figure S3. (a–c) ROC curves of the new Hong Kong Chinese risk prediction models to detect new pre-DM/DM cases in the PC
study population by family history of DM.

Figure S4. ROC curves of different risk prediction models to detect new pre-DM/DM cases in the PC study population
(N = 919).

Table S1. The characteristics of participants included in the external validation study population who completed the blood test
(n = 919) and participants lost to follow-up who did not attend the blood test (n = 318).

Table S2. (a) Sensitivity, specificity, PPV, and NPV of the new Hong Kong Chinese risk prediction models to detect new pre-DM/
DM cases in the PC study population at the optimal risk threshold by age subgroups (N = 919). (b) Risk threshold, specificity,
PPV, and NPV of the new Hong Kong Chinese risk prediction models to detect new pre-DM/DM cases in the PC study popula-
tion at different sensitivity levels by age subgroups (N = 919).

Table S3. (a) Sensitivity, specificity, PPV, and NPV of the new Hong Kong Chinese risk prediction models to detect new pre-DM/
DM cases in the PC study population at the optimal risk threshold by gender subgroups (N = 919). (b) Risk threshold, specificity,
PPV, and NPV of pre-diabetes mellitus risk models at different sensitivity levels by gender subgroups (N = 919).

Table S4. (a) Sensitivity, specificity, PPV, and NPV of the new Hong Kong Chinese models to detect new pre-DM/DM cases in
the PC study population at the optimal risk threshold by subgroups with/without family history of diabetes mellitus (N = 919). (b)
Risk threshold, specificity, PPV, and NPV of the new Hong Kong Chinese risk prediction models to detect new pre-DM/DM cases
in the PC study population at different sensitivity levels by subgroups with/without family history of diabetes mellitus (N = 919).

Table S5. Sensitivity, specificity, PPV, and NPV of different risk prediction models to detect new pre-DM/DM cases in the PC
study population at their optimal risk thresholds (N = 919).
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