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Abstract—Automatic Vehicle Identification (AVI) technology 

has been widely used for real-time path travel time estimation. For 

a study path equipped with AVI sensors at both ends, the 

difference between the timestamps of vehicles entering and leaving 

the path is AVI data. In urban areas, there can be several 

alternative routes and vehicle entry/exit points for the study path. 

Consequently, invalid AVI data occur that fall outside the scope of 

the travel time of the study path. Some AVI technologies based on 

identification information of vehicles can match vehicles precisely. 

However, for cities like Hong Kong with concerns of privacy 

issues, only commercial vehicle data can be collected. Under this 

scenario, the resultant AVI data are accurate but with few valid 

samples in a relatively short time interval due to the unavailability 

of private car data. The estimation accuracy of path travel times 

on a real-time basis will then be affected significantly by the 

existence of invalid AVI data. In this paper, a novel unsupervised 

algorithm is proposed to filter out real-time invalid AVI data 

efficiently although there is no ground truth available for training 

purposes. It is tested and compared with other benchmark 

algorithms on two selected paths in the Hong Kong urban road 

network. It is found that the proposed unsupervised algorithm can 

still filter limited but accurate AVI data with satisfactory 

performance. Sensitivity tests with ground truth are also 

conducted with different sampling rates. Some insightful findings 

are given for filtering AVI data under various scenarios.  

 
Index Terms—data filtering, functional principal component 

analysis, automatic vehicle identification, advanced traveler 

information systems 

I. INTRODUCTION 

VER the past two decades, automatic vehicle 

identification (AVI) data have been increasingly 

explored for use in advanced traffic management 

systems (ATMSs) and advanced traveler information systems 

(ATISs). These data are collected using various AVI sensors, 

such as Radio Frequency Identification (RFID) tag readers, 

automatic license plate recognition (ALPR) cameras, and 

Bluetooth MAC address readers. Thus, a vehicle passing an 

AVI sensor has its specific identifiers (e.g., RFID tags for RFID 

tag readers and license plate numbers for ALPR cameras) and 

the corresponding timestamp recorded. These data from 

successive AVI sensors are matched to the vehicle and used to 
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calculate its travel time [1]–[4], which is denoted as AVI data.  

According to the uniqueness of the identifier of each vehicle, 

there are two types of AVI data. On the one hand, Bluetooth 

sensors can collect numerous AVI data. However, the MAC 

address identified by Bluetooth sensors can be provided by 

either vehicles, or passengers within the same vehicle and even 

pedestrians on the roadside through their mobile devices. 

Therefore, the collected AVI data is inaccurate. On the other 

hand, for AVI technologies requiring identifier information 

(e.g., RFID and ALPR), AVI data are collected accurately but 

the sampling rate is very few in a relatively short time interval 

due to privacy issues.  

The availability of identifier information in the database 

depends on the corresponding privacy issues concerned by 

different cities [5], [6]. In Hong Kong, only AVI data on 

commercial vehicles are available for collection. The sampling 

rate is relatively low without the collection of AVI data on 

private cars. As a path is defined as the corridor of interest 

between two AVI sensors and path travel time refers to the time 

required to transverse the path, these AVI data can be used for 

real-time estimation of path travel times, and the estimates can 

then be supplied to travelers and management authorities [7]. In 

this paper, real-time path travel time estimation is referred to as 

an estimated path travel time for the current time interval on the 

current day.  

Some AVI records from RFID tag readers and ALPR 

cameras may be inappropriate for real-time path travel time 

estimation. Similar to the data cleaning process of GPS data that 

can accurately capture the trajectory of vehicles for travel time 

estimation [8]–[14], AVI data also need data preprocessing 

before real-time path travel time estimation.  

As discussed by researchers such as [1] and [15], errors may 

arise from vehicles being misidentified, stopping en-route (e.g., 

see Fig. 1), or choosing unusually long routes (e.g., detours) 

between two locations that are equipped with AVI sensors. 

Thus, invalid data (or outliers) are most often obtained if AVI 

sensors (i) are far apart, implying that vehicle detours or stops 

are more frequent, or (ii) contain many short-spacing 

intersections and frequent frontage access (which explains why 
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it can be more difficult to obtain valid AVI data from urban 

roads than from freeways).  

The path travel times derived from an AVI system under 

these circumstances can be regarded as invalid AVI data, which 

must be removed by novel filtering algorithms to extract valid 

AVI data for use in real-time path travel time estimation. Fig. 1 

illustrates one scenario in which AVI data from an AVI system 

may be invalid. Vehicle B travels to a petrol station after being 

detected by AVI sensor 1, and hence the travel time of vehicle 

B is much longer than that of vehicle A; accordingly, the AVI 

data collected from vehicle B is invalid.  

Fig. 1. Example of invalid AVI data in an AVI system.  

 

AVI data is categorized as real-time AVI data or historical 

AVI data, depending on when it is collected. In this paper, real-

time AVI data are collected in the current and previous time 

intervals on the current day, while historical AVI data are 

acquired on previous days. Both these two data categories 

contain valid and invalid AVI data. As real-time AVI data are 

generally used for real-time path travel time estimation [16]–

[18], it is critically important to remove invalid real-time AVI 

data by novel filtering algorithms to enable real-time path travel 

time estimation.  

Furthermore, for AVI technologies based on identifier 

information in cities with privacy issues, the collected AVI data 

are accurate with fewer samples. It is more challenging to 

distinguish invalid real-time AVI data from limited accurate 

real-time AVI data with a low sampling rate. Therefore, this 

paper focuses more on filtering accurate but limited real-time 

AVI data. 

Data-filtering and outlier-detection algorithms have been 

developed for other traffic variables, including flow [19] and 

speed [20]. These algorithms assume that most data are valid 

and hence they remove only small portions of invalid data [21]. 

However, for AVI data with low sampling rates, its distribution 

can be more scattered and varied. Thus, a large proportion of 

AVI data may be invalid. Furthermore, the occurrence of longer 

travel times by path is more frequent when traffic is congested. 

It is a challenge to distinguish invalid data from comparatively 

long travel times by path under this scenario [22]. As existing 

filtering algorithms only make use of real-time AVI data, the 

 
1https://www.td.gov.hk/en/transport_in_hong_kong/transport_figures/index

.html 

resultant time windows lack rigorous mathematical guarantees, 

particularly for limited real-time AVI data with low sampling 

rates. Therefore, existing filtering algorithms may not be 

effective. 

There are some existing offline algorithms for the filtering of 

historical AVI data. These algorithms are devoted to the data 

clustering or modeling of travel time distributions using a large 

amount of historical AVI data [23]–[27]. However, these 

algorithms lack sufficient computation time to provide time 

windows for filtering real-time AVI data. Consequently, 

various data-filtering algorithms have been developed to screen 

out invalid real-time AVI data in real-time applications.  

A summary of the existing algorithms for filtering real-time 

AVI data is presented in Table I. It indicates that the 

performance of existing filtering algorithms depends largely on 

real-time AVI data, which means that their performance 

drastically decreases if the collected real-time AVI data are 

limited. Therefore, there is a need for a novel filtering algorithm 

capable of effectively extracting real-time AVI data, especially 

when they are limited. The use of historical AVI data including 

both valid and invalid AVI data collected in previous days can 

be very helpful in this regard.  

The effect of complex network structure in urban areas has 

not been investigated in most previous studies on AVI data 

filtering. Attention has been mainly given to freeways [28], 

which have relatively simple network topologies and very few 

entries and exits between pairs of AVI sensors. Moreover, the 

numerous entries, exits, and bus stops along the urban study 

paths (as used in the case study) may indicate that valid real-

time AVI data can be limited, which adversely affects the 

performance of existing filtering algorithms used for real-time 

path travel time estimation.  

When valid real-time AVI data is limited, it is worthwhile to 

investigate temporal variance-covariance (var-cov) 

relationships between path travel times at different time 

intervals and on different days from historical AVI data. They 

are significantly beneficial for filtering out invalid real-time 

AVI data and for real-time path travel time estimation.  

It is the first-time historical AVI data is used for filtering real-

time AVI data, as shown in Table I. A novel filtering algorithm 

is proposed to filter out invalid real-time AVI data for real-time 

path travel time estimation, without ground truth for training 

purposes. As no ground truth is used for training, it is also 

referred as to the proposed unsupervised algorithm in this 

paper.  

The proposed unsupervised algorithm is particularly useful 

when privacy policies prohibit the availability of many valid 

AVI data from privately-owned vehicles (e.g., Hong Kong only 

allows the collection of AVI data from commercial vehicles. 

These commercial vehicles include goods vehicles, non-

franchised and franchised buses, and private cars owned by 

commercial companies, which account for approximately 19% 

of the total vehicle fleet in Hong Kong1) for utilization in the 

development of various intelligent transportation systems 

(ITS). 
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Furthermore, most existing filtering algorithms use simple 

first-order central tendency measures, such as observed mean 

or median values, of AVI data. In contrast, the proposed 

unsupervised algorithm considers both first- and second-order 

statistical properties of AVI data via a functional principal 

component analysis (FPCA). The mean and standard deviation 

of estimated path travel times by FPCA can help to construct a 

dynamic time window for filtering out invalid real-time AVI 

data for real-time path travel time estimation on urban arterials. 

TABLE I 

SUMMARY OF FILTERING ALGORITHMS FOR REAL-TIME AVI DATA 

 

Literature Input data Time window 
Path travel time 

estimates 
Road type 

Distance 

between two 

AVI sensors 
(km) 

Type of AVI 

sensors 

Interval of 
updating time 

window (min) 

[29] R Distribution center - 
Highway 
(3 km) 

0.9–3.7 

Dedicated Short 

Range 
Communication 

sensors 

5 

[30] R Distribution center Mean from data Freeway 1.6 
Bluetooth MAC 
address readers 

5 

[31] R Median and variance Median from data Urban arterials - ALPR cameras 2 and 5 

[32] R 
Mean and variance, and 

transition identification 
Mean from data Urban arterials 6.2 RFID tag readers 2 

[33] R 
Mean and variance, and 

transition identification 
Mean from data 

Freeway and 

urban arterial 

4.0 (freeway) 

and 1.9 (urban 
arterial) 

RFID tag readers 2 

[34]–[36] R Mean Mean from data Freeway - RFID tag readers 0.5, 2, and 15 

This paper 
R + H 

(First time) 
Statistical model 

Conditional mean 
from model 

Urban arterials 
4.3, 4.5, and 

9.2 
RFID tag readers  2 

Note: R = real-time AVI data; H = historical AVI data.  
 

FPCA is a statistical tool for functional data analysis that uses 

advanced feature approximation techniques. It has received 

increasing attention in recent related studies, as it can be used 

for analyzing highly stochastic data. For example, [37] 

proposed an FPCA model to predict traffic flows, and [38] and 

[39] have used FPCA to identify and monitor traffic patterns. In 

addition, [40] applied FPCA to model the variability and 

reliability of freeway travel times. Furthermore, [41] performed 

FPCA of global positioning system data to predict vehicle speed 

distributions. [37] and [38] adopted FPCA to satisfactorily 

predict and estimate link and path travel time variations. 

Moreover, [43] further highlighted the merits of FPCA on path 

travel time predictions under abnormal traffic conditions.  

The FPCA model regards the path travel time as a stochastic 

process [42]–[44]. In this paper, the FPCA model has been 

extended to generate temporal var-cov relationships between 

path travel times. These relationships are then used to develop 

the proposed unsupervised algorithm for filtering limited but 

accurate real-time AVI data, which enables the real-time 

estimation of path travel times without ground truth for training 

purposes. 

The major contributions of this paper are summarized into 

the following three categories. 

1) It is the first time that a novel unsupervised algorithm 

is proposed, with the usage of historical AVI data but without 

using historical ground truth for training purposes, for 

constructing dynamic time windows to filter out invalid real-

time AVI data from limited real-time AVI data.  

2) A FPCA-based model is adapted to consider both the 

historical and real-time AVI data for modeling their temporal 

var-cov relationships between path travel times at different time 

intervals and on different days. Both mean and standard 

deviation of the path travel times are estimated by the proposed 

FPCA model and used for the improvement of the real-time 

AVI data filtering performance.  

3) Sensitivity tests are conducted to examine the effects 

of different sampling rates of the real-time AVI data or the valid 

real-time AVI data only in order to verify the generality and 

robustness of the proposed unsupervised algorithm without or 

with the use of the ground truth for training purposes.  

The remainder of this paper is organized as follows. Section 

II presents the methodology of the proposed unsupervised 

algorithm for filtering real-time AVI data. Section III reports 

the numerical results obtained for the two case studies in Hong 

Kong by applying the proposed unsupervised algorithm in 

comparison with the other three corresponding existing 

algorithms for screening out invalid real-time AVI data, 

together with sensitivity tests on the sampling rates of real-time 

AVI data and valid real-time AVI data on estimation accuracy 

without and with ground truth. Finally, concluding remarks and 

suggestions for future research are given in Section IV.  

II. METHODOLOGY 

To illustrate the essential ideas of the methodology, any 

given path with two AVI sensors at both ends is considered. In 

this setting, the 𝑖th AVI data measured on the day 𝑑 is denoted 

as 𝑥𝑖,𝑑 . The corresponding timestamp of 𝑥𝑖,𝑑  when it is 

collected is represented by 𝑡𝑖,𝑑. The set of days with historical 

AVI data is defined as 𝐷, while the current day is denoted as 

𝑑∗ . The assignment of 𝑑  from set 𝐷  or {𝑑∗ } depends on 

whether it is historical or real-time AVI data. 

The proposed unsupervised algorithm aims to provide a 

dynamic time window for screening out invalid real-time AVI 

data. The dynamic time window consists of the upper bound 

𝑈(𝑡∗) and the lower bound 𝐿(𝑡∗), where 𝑡∗ is the timestamp 

when real-time filtering is performed. In the proposed 
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unsupervised algorithm, the available data are the real-time 

AVI data before time 𝑡 on the current day 𝑥𝑑∗,𝑖
𝐴𝑉𝐼 , for 𝑡𝑑∗,𝑖

𝐴𝑉𝐼 ≤ 𝑡, 

and historical AVI data 𝑥𝑑,𝑖
𝐴𝑉𝐼 , for 𝑑 ∈ 𝐷.  

 

A. Proposed Unsupervised Algorithm 

Fig. 2 provides the framework of the proposed unsupervised 

algorithm. There are two stages and five steps in the framework 

with corresponding equation numbers shown at each step. 

Detailed descriptions of these two stages and five steps are 

given in the following paragraphs.  

Stage 1 involves offline training, which uses historical AVI 

data for the development of the trained FPCA models. Stage 2 

concerns the real-time filtering of real-time AVI data, in which 

the trained FPCA models are used to construct the dynamic 

time windows to screen out invalid real-time AVI data. 

As the backbone of the methodology framework, FPCA 

models are trained to map the predictor to the response [43]. 

Thus, the eigenfunctions and principal components must be 

trained for the predictor and the response. Then, the conditional 

distributions of the response based on the predictor can be 

obtained and represented by the trained eigenfunctions and 

principal components [41], [45], [46]. In the proposed 

unsupervised algorithm, the historical AVI data is considered 

as the predictor, and the response is the offline path travel time 

estimated from sufficient historical AVI data using existing 

filtering algorithms, such as TransGuide algorithm [34]. They 

are preliminary travel time estimates shown in Step 1 without 

the use of ground truth. Therefore, the 𝑖 th preliminary travel 

time estimate is denoted as 𝑥𝑖,𝑑
′ , with the corresponding 

timestamp denoted as 𝑡𝑖,𝑑
′ . 

Selecting appropriate training set is performed in Step 2. It is 

based on the temporal var-cov relationships between the path 

travel times on different days. Afterward, learning training sets 

is proceeded with the modeling of the temporal var-cov 

relationships between the path travel times at different time 

intervals in Step 3. Dynamic time windows are constructed 

based on the mean and standard deviation of estimated path 

travel times provided by the proposed FPCA model in Step 4. 

The resulting FPCA models are adopted for real-time filtering 

to determine the dynamic time windows in a rolling horizon 

scheme for the latest real-time AVI data in Step 5.  

B. Selecting Appropriate Training Set 

Historical AVI data may reflect different traffic patterns due 

to the changing traffic demand and network supply (e.g., 

incidents and sensor failures). If the traffic patterns are different 

from that of the current day, then those historical AVI data may 

provide little useful information for constructing the current 

day’s dynamic time windows. Accordingly  historical AVI data 

that contain similar traffic patterns to the current day are 

selected for filtering real-time AVI data. 

To this end, the temporal var-cov relationships between path 

travel times on different days are modeled by FPCA to reflect 

the similarities of traffic patterns across multiple days. At time 

𝑡 , historical AVI data at time 𝑡𝑖,𝑑 ∈ [𝑡 − 𝑇, 𝑡]  is considered, 

where the 𝑇 is the length of the study horizon and it is the unit 

for the rolling horizon scheme presented later. The AVI data 

𝑥𝑖,𝑑 is the sum of travel time and measurement error 𝜀𝑖,𝑑, and 

are given by (1), as follows:  

𝑥𝑖,𝑑 = 𝜇𝑋(𝑑) + ∑ 𝜉𝑘
𝐷𝜙𝑘(𝑑)

𝐾𝐷

𝑘=1 + 𝜀𝑖,𝑑  (1) 

where 𝜇𝑋(𝑑) is the mean function of travel times from AVI 

data on day 𝑑 , which is 𝑋(𝑑) ; 𝜉𝑘
𝐷  is the score of the 𝑘 th 

functional principal component; 𝜙𝑘(𝑑) is the eigenfunction of 

the 𝑘th functional principal component from AVI data on day 𝑑 

for |𝐷| days according to the Karhunen-Loève representation; 

and 𝐾𝐷is the number of functional principal components from 

AVI data for |𝐷| days, where 𝜀𝑖,𝑑 represents the measurement 

error of the 𝑖th travel time from AVI data on day 𝑑. 

 
Fig. 2. Framework of the proposed unsupervised algorithm.  

 

Equation (1) assumes that the path travel time data in 

[𝑡 − 𝑇, 𝑡] is continuous in 𝑑, and the corresponding path travel 

time from the AVI data 𝑋(𝑑) is given by (2), as follows: 

𝑋(𝑑) = 𝜇𝑋(𝑑) + ∑ 𝜉𝑘
𝐷𝜙𝑘(𝑑)

𝐾𝐷

𝑘=1   (2) 

where the function 𝜇𝑋(𝑑) is given by 

𝜇𝑋(𝑑) = 𝐸(𝑋(𝑑)) (3) 

The covariance function of path travel times from AVI data 

between day 𝑑1  and 𝑑2  (temporal var-cov relationships 

between path travel times on different days) is denoted by 

𝐻(𝑑1, 𝑑2) and is provided by (4), as below: 

𝐻(𝑑1, 𝑑2) = ∑ 𝜆𝑘
𝐷𝜙𝑘(𝑑1)

𝐾
𝑘=1 𝜙𝑘(𝑑2)  (4) 

where 𝜆𝑘
𝐷  is the eigenvalue of the 𝑘 th functional principal 

component from AVI data. 

It is assumed that the weighting or score of the functional 

principal component 𝜉𝑘
𝐷 has the statistical properties given by 

(5) and (6), as below:  

𝐸(𝜉𝑘
𝐷) = 0 (5) 
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𝑉𝑎𝑟(𝜉𝑘
𝐷) = 𝜆𝑘

𝐷 (6) 

The covariance 𝐻(𝑑1, 𝑑2)  is derived by solving the 

following minimization (7) for the AVI data:  

𝑚𝑖𝑛
𝛽0,𝛽1,𝛽2

∑ ∑ 𝜅𝐶 (
𝑑3−𝑑1

ℎ𝐶
) 𝜅𝐶 (

𝑑4−𝑑2

ℎ𝐶
)

𝑁𝑑
𝑖=1 ∙

|𝐷|
1≤𝑑3≤𝑑4

(
𝐶𝑜𝑣̂(𝑥𝑖,𝑑3 , 𝑥𝑖,𝑑4)−𝛽0 − 𝛽1(𝑑3 − 𝑑1)

−𝛽2(𝑑4 − 𝑑2)
)

2

  

(7) 

where 𝐶𝑜𝑣̂(𝑥𝑖,𝑑3 , 𝑥𝑖,𝑑4)  represents the estimated travel time 

covariance between day 𝑑3 and 𝑑4, the estimates of the model 

coefficients 𝛽0, 𝛽1, 𝛽2 are dependent on days 𝑑1 and 𝑑2, and 𝑁𝑑 

is the number of samples within the study horizon on day 𝑑. 

The estimates of 𝛽0 are denoted as 𝛽̂0(𝑑1, 𝑑2) and an estimate 

of 𝐻(𝑑1, 𝑑2)  is obtained from 𝐻̂(𝑑1, 𝑑2) = 𝛽̂0(𝑑1, 𝑑2) . 

Moreover, 𝜅𝐶 is a kernel function in which ℎ𝐶  is the bandwidth 

that enables calibration of the covariance function. 

Referring to the covariance function of path travel times for 

different days 𝐻̂(𝑑1, 𝑑2), the samples with larger covariance 

values are selected and used to calibrate the model. 𝐷∗is the set 

of days after sample selection, which is determined by (8): 

𝐷∗ = {𝑑 ||𝐻̂(𝑑1, 𝑑2)| ≥ 𝐻∗, 𝑑 ∈ 𝐷}  (8) 

where 𝐻∗  is the threshold of the path travel time covariance 

between different days.  

 

C. Learning Training Set 

In this section, two FPCA models are proposed to model 

temporal var-cov relationships between path travel times at 

different time intervals. The first FPCA model is based on the 

predictor (i.e., historical AVI data). The second FPCA model is 

based on the responses, which are preliminary travel time 

estimates in the proposed unsupervised algorithm. 

The historical AVI data 𝑥𝑖,𝑑 is modeled in (9), as follows: 

𝑥𝑖,𝑑 = 𝜇𝑋(𝑡𝑖,𝑑) + ∑ 𝜉𝑘𝜙𝑘(𝑡𝑖,𝑑)
𝐾𝑇

𝑘=1 + 𝜀𝑖,𝑑, 𝑑 ∈ 𝐷∗  (9) 

where 𝜇𝑋(𝑡𝑖,𝑑)  is the mean function of the measured travel 

times at time 𝑡𝑖,𝑑 ; 𝜉𝑘  represents the score/weight of the 𝑘 th 

functional principal component; 𝜙𝑘(𝑡𝑖,𝑑) is the eigenfunction 

of the 𝑘th functional principal component from AVI data at time 

𝑡𝑖,𝑑; 𝐾𝑇 is the number of functional principal components from 

AVI data during study horizon 𝑇. 

Analogously, the path travel time based on AVI data 𝑋(𝑡) 
can be described as (10) below: 

𝑋(𝑡) = 𝜇𝑋(𝑡) + ∑ 𝜉𝑘𝜙𝑘(𝑡)
𝐾𝑇

𝑘=1   (10) 

where 𝜇𝑋(𝑡) is given by (11), as below: 

𝜇𝑋(𝑡) = 𝐸(𝑋(𝑡)) (11) 

𝐻(𝑡1, 𝑡2) is denoted as the covariance function of path travel 

times from AVI data between time 𝑡1 and 𝑡2 (temporal var-cov 

relationships between path travel times at different time 

intervals) in (12), as below: 

𝐻(𝑡1, 𝑡2) = ∑ 𝜆𝑘𝜙𝑘(𝑡1)
𝐾𝑇

𝑘=1 𝜙𝑘(𝑡2)  (12) 

Again, the weighting/score of functional principal 

components has the same statistical properties as shown in (5) 

and (6). 

If a response 𝑥𝑖,𝑑
′  is available at time 𝑡𝑖,𝑑

′  on day 𝑑, (9) can be 

expressed as (13): 

𝑥𝑖,𝑑
′ = 𝜇𝑋′(𝑡𝑖,𝑑

′ ) + ∑ 𝜉𝑘
′𝜙𝑘

′ (𝑡𝑖,𝑑
′ )𝐾′𝑇

𝑘=1 , 𝑑 ∈ 𝐷∗ (13) 

where 𝜇𝑋′(𝑡𝑖,𝑑
′ ) is the mean function of responses over study 

horizon 𝑇; 𝜉𝑘
′  is the score/weight of the 𝑘th functional principal 

component of the responses; 𝜙𝑘
′ (𝑡𝑖,𝑑

′ ) is the eigenfunction of 

the 𝑘th functional principal component of the responses at time 

𝑡𝑖,𝑑
′ ; and 𝐾′𝑇 is the number of functional principal components 

of the responses during study horizon 𝑇. 

Correspondingly, the path travel time based on the responses 

can be expressed as (14), as below: 

𝑋′(𝑡) = 𝜇𝑋′(𝑡) + ∑ 𝜉𝑘
′𝜙𝑘

′ (𝑡)𝐾′𝑇

𝑘=1   (14) 

where 𝜇𝑋′(𝑡) given by (15), as follows: 

𝜇𝑋′(𝑡) = 𝐸(𝑋′(𝑡)) (15) 

𝐻′(𝑡1, 𝑡2) is denoted as the covariance function of path travel 

times for responses between time 𝑡1  and 𝑡2  during study 

horizon T (temporal var-cov relationships between path travel 

times at different time intervals), as below: 

𝐻′(𝑡1, 𝑡2) = ∑ 𝜆𝑘
′ 𝜙𝑘

′ (𝑡1)
𝐾′𝑇

𝑘=1 𝜙𝑘
′ (𝑡2)  (16) 

where 𝜆𝑘
′  is the eigenvalue of the 𝑘 th functional principal 

component of responses.  

The predictors 𝑥𝑖,𝑑  and responses 𝑥𝑖,𝑑
′  can be used to 

calibrate the above-described FPCA-based models. The details 

of the procedure for calibrating mean functions, covariance 

functions, and functional principal components (including 

weighting/score and eigenfunctions) are available in the 

literature [41], [43], [45], [46]. The number of functional 

principal components is generally determined by applying one 

of the following three methods: the fraction of variance 

explained, the Akaike information criterion, or the Bayesian 

information criterion.  

 

D. Constructing Dynamic Time Window 

The principal analysis by conditional expectation (PACE) is 

now formulated for the FPCA models presented in the previous 

section, for use in data filtering. The objective is to relate the 

models derived from the predictors and the responses via the 

method of additive models [41], [43], [46]. Specifically, the 

conditional distributions of the responses derived from the AVI 

data are adopted. The advantage of this PACE approach is its 

superiority over other approaches under the Gaussian 

assumption [47]. 

Application of the functional additive model [46] provides 

the conditional model (17), as below: 

𝐸(𝑋′(𝑡)|𝑋(𝑡)) = 𝜇𝑋′(𝑡) + ∑ (∑ 𝐸(𝜉𝑞
′ |𝜉𝑘)

𝐾𝑇

𝑘=1 )𝐾′𝑇

𝑞=1 𝜙𝑞
′ (𝑡)  

 (17) 
Similar to the calibration procedure adopted in the general 

FPCA model, 𝑓𝑞𝑘(𝜉𝑘) = 𝐸(𝜉𝑞
′ |𝜉𝑘) on each day 𝑑, 𝑓𝑞𝑘(𝜉) can 

be obtained by minimizing the following expression with 

respect to 𝛾0 and 𝛾1: 

𝑚𝑖𝑛
𝛾0,𝛾1

∑ 𝜅𝑓 (
𝜉̂𝑘,𝑑−𝜉

ℎ𝑓
) [𝜉𝑘,𝑑

′ − 𝛾0 − 𝛾1(𝜉 − 𝜉𝑘,𝑑)]
2

𝑑∈𝐷∗   

 (18) 
where 𝜉𝑘,𝑑  and 𝜉𝑘,𝑑

′  are the estimated 𝜉𝑘  and 𝜉𝑘
′ , respectively, 

on each day 𝑑 . This leads to 𝑓𝑞𝑘(𝜉) = 𝛾0(𝜉). Moreover, the 

conditional covariance function is given by (19), as follows: 
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𝐶𝑜𝑣(𝑋′(𝑡1), 𝑋
′(𝑡2)|𝑋(𝑡)) 

= ∑ 𝑣𝑎𝑟( 𝜉𝑞
′ |𝑋(𝑡))𝜙𝑞(𝑡1)

𝐾′𝑇

𝑞=1 𝜙𝑞(𝑡2)  
(19) 

By using the property of variance, 𝑣𝑎𝑟( 𝜉𝑞
′ |𝑋(𝑡))  can be 

further expanded such that (19) can be rewritten as (20) below: 

𝐶𝑜𝑣(𝑋′(𝑡1), 𝑋
′(𝑡2)|𝑋(𝑡)) 

= ∑ [𝑣𝑎𝑟( 𝜉𝑞
′ ) + ∑ 𝐸 ((𝜉𝑞

′ )
2
−𝐾𝑇

𝑘=1
𝐾′𝑇

𝑞=1

𝑣𝑎𝑟( 𝜉𝑞
′ )| 𝜉𝑘)−𝐸

2(𝜉𝑞
′ | 𝜉𝑘)] ∙ 𝜙𝑞(𝑡1)𝜙𝑞(𝑡2)  

= 𝐻′(𝑡1, 𝑡2) +

∑ ∑ [𝑔𝑞𝑘(𝜉𝑘)
𝐾𝑇

𝑘=1 −𝐾′𝑇

𝑞=1 𝑓𝑞𝑘
2 (𝜉𝑘)]𝜙𝑞(𝑡1)𝜙𝑞(𝑡2)  

(20) 

where 𝑔𝑞𝑘(𝜉𝑘) is given by (21), as follows: 

𝑔𝑞𝑘(𝜉𝑘) = 𝐸 [(𝜉𝑞
′ )

2
− 𝑣𝑎𝑟( 𝜉𝑞

′ )|𝜉𝑘] (21) 

By setting 𝑓𝑞𝑘(𝜉𝑘) = 𝑓𝑞𝑘(𝜉𝑘), an estimate of 𝑔𝑞𝑘(𝜉𝑘) can be 

further acquired by minimizing the following expression (22) 

with respect to 𝜂0 and 𝜂1: 

𝑚𝑖𝑛
𝜂0,𝜂1

∑ 𝜅𝑔 (
𝜉̂𝑘,𝑑−𝜉𝑘

ℎ𝑔
) [𝜉𝑞,𝑑

′ 2
− 𝑣𝑎𝑟( 𝜉𝑞,𝑑

′ ) −𝑑∈𝐷∗

𝜂0 − 𝜂1(𝜉𝑘 − 𝜉𝑘,𝑑)]
2

  

(22) 

which leads to 𝑔̂𝑞𝑘(𝜉𝑘) = 𝜂̂0(𝜉𝑘).  

The conditional mean of responses based on path travel times 

derived from AVI data and the conditional covariance of 

responses based on travel times from AVI data can be modeled 

as (23) and (24), respectively, as follows:  

𝐸̂(𝑋′(𝑡)|𝑋(𝑡)) = 𝜇̂𝑋′(𝑡) + ∑ (∑ 𝑓𝑞𝑘(𝜉𝑘)
𝐾𝑇

𝑘=1 )𝐾′𝑇

𝑞=1 𝜙̂𝑞
′ (𝑡) 

 (23) 
𝐶𝑜𝑣̂(𝑋′(𝑡1), 𝑋

′(𝑡2)|𝑋(𝑡))  

= ∑ (𝑣𝑎𝑟( 𝜉𝑞
′ ) + ∑ (𝑔̂𝑞𝑘(𝜉𝑘) −

𝐾𝑇

𝑘=1
𝐾′𝑇

𝑞=1

𝑓𝑞𝑘
2 (𝜉𝑘))) 𝜙̂𝑞

′ (𝑡1)𝜙̂𝑞
′ (𝑡2)  

(24) 

The conditional mean and covariance function of responses 

derived from path travel times determined from AVI data can 

be obtained from (23) and (24) by learning from historical 

information on the predictors and responses. 

Proposition 1 presents the uniform convergence properties of 

the conditional model of path travel time estimation. The 

conditional mean and covariance of estimated path travel times 

are accurate when the number of path travel time data |𝐷∗| →
+∞. If more principal components are considered (i.e., 𝐾𝑇 , 𝐾′𝑇 

is large), more data samples are required. 

Proposition 1. (The uniform convergence of the 

conditional modeling of path travel time) 

Suppose that the number of travel time data |𝐷∗| → +∞ and 

the path travel time on each day in 𝐷∗ are i.i.d., and that the 

mean 𝐸̂(𝑋′(𝑡)|𝜑(𝑡))  and the covariance 

𝐶𝑜𝑣̂(𝑋′(𝑡1), 𝑋
′(𝑡2)|𝑋(𝑡)) in the calibrated conditional model 

of travel time in (23) and (24) approximate the actual 

conditional mean and covariance with the error rate 𝑂𝑝 (
𝐾𝑇𝐾′𝑇

√|𝐷∗|
). 

Thus, mathematically (25) and (26) are presented: 

𝑠𝑢𝑝
𝑡∈𝑇

|𝐸̂(𝑋′(𝑡)|𝑋(𝑡)) − 𝐸(𝑋′(𝑡)|𝑋(𝑡))| = 𝑂𝑝 (
𝐾𝑇𝐾′𝑇

√|𝐷∗|
) 

 
2https://www.dropbox.com/s/07twpatvmr2rxrm/Online%20supplement.pdf

?dl=0. 

 (25) 
𝑠𝑢𝑝
𝑡∈𝑇

|𝐶𝑜𝑣̂(𝑋′(𝑡1), 𝑋
′(𝑡2)|𝜑(𝑡)) −

𝐶𝑜𝑣(𝑋′(𝑡1), 𝑋
′(𝑡2)|𝜑(𝑡))| = 𝑂𝑝 (

𝐾𝑇𝐾′𝑇

√|𝐷∗|
)  

(26) 

The corresponding proofs can be found in Appendix 1 in the 

online supplement2. 

Based on the conditional mean and covariance function of 

path travel times, 𝑈(𝑡∗) and 𝐿(𝑡∗) as upper and lower bounds 

the dynamic time windows can be obtained from (27) and (28): 

𝑈(𝑡∗) = 𝐸̂(𝑋′(𝑡∗)|𝑋(𝑡∗))  

            +𝑍𝛼/2 ∙ 𝐶𝑜𝑣̂(𝑋
′(𝑡1

∗), 𝑋′(𝑡2
∗)|𝜑(𝑡∗))

1

2  
(27) 

𝐿(𝑡∗) = 𝐸̂(𝑋′(𝑡∗)|𝑋(𝑡∗))  

            −𝑍𝛼/2 ∙ 𝐶𝑜𝑣̂(𝑋
′(𝑡1

∗), 𝑋′(𝑡2
∗)|𝜑(𝑡∗))

1

2  
(28) 

The invalid real-time AVI data can then be filtered out if they 

are not falling within the dynamic time window [𝐿(𝑡∗), 𝑈(𝑡∗)]. 
At each time interval 𝑡∗, the time window is updated based on 

the rolling horizon scheme, as detailed in the following section. 

E. Rolling Horizon Scheme  

The rolling horizon scheme is adopted following previous 

real-time applications [43], [48]. The dynamic time windows 

governed by 𝑈(𝑡∗) and 𝐿(𝑡∗) (which are determined from the 

proposed unsupervised algorithm) are updated in each time 

interval 𝑡∗, when these new real-time AVI data are streamed for 

filtering. The filtering framework generates the dynamic time 

windows for each rolling step (i.e., 2 min in this paper) using 

the flexible and adaptive rolling horizon (study horizon) 𝑇. In 

contrast, most existing data filtering algorithms have adopted a 

fixed rolling horizon for their applications [43], [48]. 

III. NUMERICAL EXPERIMENTS 

In this section, the proposed unsupervised algorithm is 

examined in case studies of two selected paths using real-world 

data collected from the Hong Kong urban road network. 

A. Traffic Data 

The historical ground truth travel time data are obtained from 

the Hong Kong Journey Time Indication System (JTIS), the 

path travel time estimates of which have been independently 

validated using floating car survey data [32], [49]. The path 

travel time estimates provided by JTIS are instantaneous travel 

times. An example of the real-time information supplied by the 

JTIS [50] is depicted in Fig. 3. The numbers displayed in the 

digital signs are journey times (or path travel times) in minutes 

from the locations of these signs to the exits of the 

corresponding road tunnels crossing Victoria Harbor in Hong 

Kong. The colors of the digits in the display panel represent the 

congestion levels of each route: red digits indicate congested 

traffic  <  5 km h   yellow digits im ly slow traffic   5 –50 

km/h), and green digits reveal free-flowing traffic  > 50 km h . 

As there are a limited number of AVI sensors (RFID tag 

readers) in the JTIS, and the average distance between these 

sensors is relatively long, the rates at which AVI data are 
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sampled in the JTIS are very low. Accordingly, some point 

sensors are also deployed in the JTIS to provide additional data 

at selected locations along major paths in urban areas. These 

point sensors collect the point speed data of vehicles traveling 

along the major paths. The combination of AVI and point 

sensor data enables the JTIS to generate updated real-time path 

travel time estimates along major routes in Hong Kong urban 

areas once every 2 min [49]. As reported, independent floating 

car surveys have confirmed the validity of JTIS path travel time 

estimates [32], [49]. Hence, the path travel time information 

provided by the JTIS is regarded as the ground truth for this 

study. 

 
Fig. 3 . Illustration of the Journey Time Indication System in 

Hong Kong. 

 

B. Experimental Set-ups 

Case studies on two selected paths in the Hong Kong urban 

road network are performed using real-world data. Fig. 4 and 

Table II show the locations and characteristics of these two 

selected paths, respectively.  

 
Fig. 4 . Overview of the two study paths in Hong Kong. 

 

Study path 1 is 9.2-km long and connects the Island Eastern 

Corridor on Hong Kong Island to the Western Harbor Crossing 

in Kowloon; its free-flow path travel time is 8.4 min. Study path 

2 is 8.8-km long and connects Gascoigne Road and the entry of 

the Eastern Harbor Crossing; its free-flow travel time is 7.9 

min. A pair of AVI sensors are installed at both ends of both 

paths. An additional AVI sensor 4 is installed in the middle of 

study path 2 to collect more AVI data in order to enable the real-

time estimation of path travel times.  

These two study paths differ primarily in the number of AVI 

sensors and bus stops in Table II. In addition, there is a 

signalized intersection on study path 1 but not on study path 2. 

The study paths contain several bus stops and frontage access 

with entries and exits. These site characteristics can lead to very 

few valid real-time AVI data available for real-time path travel 

time estimation. Fig. 5(a) shows the low sampling rates of valid 

real-time AVI data for both paths. Based on descriptions of 

[33], a low sampling rate refers to as representatively two or 

three AVI data per 2-min time interval. However, in the case 

study as shown in Fig. 5(a), there are only 12% and 30% of 2-

min time intervals with no less than 2 valid real-time AVI data 

on study paths 1 and 2 respectively. It can be seen in Fig. 5(a) 

and Table II that the existence of signalized intersections and 

more bus stops on study path 1 further decreases the sampling 

rates of valid real-time AVI data. Moreover, there are more than 

50% of 2-min time intervals without any valid real-time AVI 

data or real-time AVI data from Fig. 5(a) and Fig. 5(b). The 

latter consists of both valid and invalid AVI data.  

The AVI data and JTIS ground truth collected on all 

weekdays in 2017 and January 2018 are used in these two case 

studies. Public holidays and days with adverse weather and 

incidents are excluded. Hence, data of 299 days in 2017 are 

employed for training. Data from January 8th to 12th in 2018 are 

adopted for testing and evaluation for the rest of the 

experiments unless other specifications. The rolling step chosen 

is 2 min, and the confidence level for the dynamic time window 

is 90%. 

 

C. Results 

The performance of the proposed unsupervised filtering 

algorithm is compared with that of the three corresponding 

existing algorithms that are commonly used in practice for 

filtering real-time AVI data. The algorithm developed by [34] 

is used to generate preliminary travel time estimates for 

historical AVI data. The proposed unsupervised algorithm is 

denoted as U1, and the other three corresponding existing 

algorithms are the most up-to-date algorithms for filtering real-

time AVI data, which have been used successfully for decades 

in various ITS projects [31], [33], [34]. The algorithm of [33] is 

denoted as U2; that of [31] as U3; and that of [34] as U4. These 

existing algorithms use real-time AVI data while U1 utilizes 

both real-time and historical AVI data. 

The mean absolute error (MAE) and the mean absolute 

percentage error (MAPE), which are given by (29) and (30), 

respectively, are used to evaluate the filtering performance of 

algorithms with respect to the JTIS ground truth.  

𝑀𝐴𝐸 =
1

𝑇
∑ |𝑋𝑡 − 𝑋̂𝑡|
𝑇
𝑡=1   (29) 

𝑀𝐴𝑃𝐸 =
100

𝑇
∑

|𝑋𝑡−𝑋̂𝑡|

𝑋𝑡

𝑇
𝑡=1   (30) 

where 𝑋𝑡 are true values and 𝑋̂𝑡 are estimated values. 
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(a) (b) 

Fig. 5 . Sampling rates of (a) valid real-time AVI data, and (b) real-time AVI data on both study paths. 

 
TABLE II 

SUMMARY OF TWO STUDY PATHS 

 

 Study path 1 Study path 2 

Number of AVI 
sensors along the 

study path 

Two Three 

Road type 
Urban arterials with 

bus stops and 

signalized junction 

Urban arterials with 

bus stops only 

Path length (km) 9.2 8.8 
Number of bus stops 20 8 

Number of entries 

along the study path 
(e.g., slip road and 

frontage access) 

13 13 

Number of exits 
along the study path 

(e.g., slip road and 

frontage access) 

13 11 

Free-flow travel time 

(min) 
8.4 7.9 

Speed limits (km/h) 
70 (31%), 50 (18%), 
60 (19%), 80 (32%) 

70 (58%), 50 (20%), 
80 (22%) 

Number of point 
sensors 

Seven Five 

 

Fig. 6 illustrates the contribution of using historical AVI data 

for filtering out invalid real-time AVI data. For limited real-

time AVI data with low sampling rates, there is a chance that 

the transition between congestion and free-flow conditions can 

hardly be recognized properly by the existing filtering 

algorithms  e.g.      Dion’s algorithm  which has already 

considered the transition recognition of the real-time traffic 

conditions by looking back real-time AVI data in consecutive 

preceding time intervals). As shown in Fig. 6, the black circles 

indicate that U2 fails to select valid real-time AVI data. In 

contrast, U1 with the use of historical AVI data performs well 

in filtering the limited real-time AVI data. The temporal var-

cov relationships between path travel times on different days 

modeled in (4) can help to recognize traffic conditions by time 

of day. It is also observed that most of the relevant ground truth 

is captured within the dynamic time windows resulting from U1 

throughout the day. 

Table III compares the filtering performance of the proposed 

unsupervised algorithm with benchmarks with respect to the 

mean/standard deviation of estimated path travel times. U1 

outperforms the other three existing unsupervised algorithms 

from both aspects. For the mean of path travel times, the MAPE 

of U1 is 19.3% for study path 1 and 16.1% for study path 2. For 

the standard deviation of path travel times, the MAE values of 

U1 are 0.61 min and 0.52 min for study paths 1 and 2, 

respectively. The comparison of results between U1 and the 

other three existing unsupervised algorithms provides evidence 

in supporting the contribution of making use of historical AVI 

data. 

 

D. Sensitivity Analysis  

In the real world, historical ground truth data on path travel 

times can be available (e.g., existing path travel time estimates 

from existing ATISs, and samples collected independently from 

floating car surveys). It is a special case of research problem in 

this paper when historical ground truth is ready for training 

purposes. Under this scenario,  𝑥𝑖,𝑑
′  denotes the 𝑖th ground truth 

on path travel time, with the corresponding timestamp denoted 

as 𝑡𝑖,𝑑
′  in Step 1 of Fig. 2.  

With the use of historical ground truth for training purposes, 

S1 represents the proposed unsupervised algorithm under this 

scenario. Three existing advanced supervised learning 

algorithms are selected for benchmark comparison. The long 

short-term memory neural network LSTM NN in [51] is 

denoted as S2. The LSTM encoder-decoder model in [52] is 

denoted as S3. The attention-based periodic-temporal neural 

network in [53] is denoted as S4. It should be noted historical 

ground truth in 2017 (299 weekdays) is used for training. 

In contrast to other neural networks that have black-box 

procedures and non-explanatory performance, the FPCA model 

provides explicit descriptions of the temporal var-cov 

relationships between path travel times at different time 

intervals and on different days [43]. Moreover, as the FPCA 

model enables a better understanding of trends [54], it can be 

used to quantify the uncertainty of valid real-time AVI data 

with low sampling rates, particularly those data that are 
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scattered and time-varying. The input data used in the 

sensitivity analysis include historical AVI data, historical JTIS 

ground truth, and real-time AVI data.  

 
Fig. 6 . Filtering performance of U1 and U2 on study path 

2 by time of day. 

 
TABLE III 

COMPARISON OF FILTERING PERFORMANCE WITH  RESPECT TO THE 

MEAN/STANDARD DEVIATION OF PATH TRAVEL TIMES 
 

Algorithms 

Study path 1 Study path 2 

MAPE 

(%) 

MAE 

(min) 

MAPE 

(%) 

MAE 

(min) 

U1 (proposed 
unsupervised 

algorithm) 

19.3/15.6 2.94/0.61 16.1/13.2 2.53/0.52 

U2 (Dion’s 
algorithm) 

20.2/19.3 3.14/0.67 18.2/16.9 2.74/0.56 

U3 (Median-based 

filter) 
21.4/22.4 3.32/0.81 19.4/18.2 2.89/0.63 

U4 (TransGuide) 22.1/27.1 3.49/0.94 20.1/20.4 3.01/0.68 

 

Table IV gives the comparison results on the mean of 

estimated path travel times under this scenario. The MAPE of 

S1 is 11.4% for study path 1 and 5.1% for study path 2. It is 

found that S1 performs better than the other benchmarks. 

Besides, it should be noted that other benchmarks can only 

provide the mean of estimated travel times. But S1 can also 

produce the corresponding results and the standard deviation of 

estimated path travel times. In the case study, the corresponding 

MAPE and MAE are 12.7% and 0.5 min for study path 1, and 

9.5% and 0.36 min for study path 2. These results can 

demonstrate the contribution of using the proposed FPCA 

model to capture the temporal var-cov relationships between 

path travel times at different time intervals and on different days 

for data filtering and path travel time estimation.  

The average computational times of the proposed 

unsupervised and benchmarks without (U1-U4) and with (S1-

S4) ground truth are provided. All experiments are conducted 

on a standard computer with an AMD Ryzen 5 5600X processor 

(3.7 GHz, 6 cores) in Table V. The average computational time 

required to obtain dynamic time windows and path travel time 

estimates varies from 0.07 to 0.63 min. It is found that the U1 

is applicable for real-time ITS applications, that is, U1 can filter 

the real-time AVI data collected at about each 1.5-min time 

interval, and then rapidly (within 0.55 min) generate the real-

time path travel time estimates. 
TABLE IV 

COMPARISON OF FILTERING PERFORMANCE ON THE MEAN OF PATH 

TRAVEL TIMES WHEN HISTORICAL GROUND TRUTH IS USED FOR TRAINING 

 

Algorithms 

Study path 1 Study path 2 

MAPE 
(%) 

MAE 
(min) 

MAPE 
(%) 

MAE 
(min) 

S1 (proposed unsupervised 

algorithm with the use of 
historical ground truth) 

11.4 1.79 5.1 0.81 

S2 (LSTM NN) 15.3 2.38 7.5 0.95 

S3 (encoder-decoder model) 14.1 2.21 6.6 0.88 
S4 (periodic-temporal NN) 12.5 1.96 6.4 0.87 

 
TABLE V 

THE AVERAGE COMPUTATIONAL TIME OF THE ALGORITHMS 

 

Algorithms 

The average computational time required to 

obtain travel time estimates and filtering 
windows for each time interval (min) 

Study path 

1 

U1/S1 0.52/0.55 

U2/S2 0.13/0.63 

U3/S3 0.07/0.5 

U4/S4 0.1/0.52 

Study path 

2 

U1/S1 0.51/0.52 

U2/S2 0.2/0.57 

U3/S3 0.17/0.6 

U4/S4 0.15/0.55 

 

Another sensitivity analysis is conducted to examine the 

effect of sampling rates of real-time AVI data on the 

performance of the proposed unsupervised algorithm. As study 

path 2 has more AVI sensors than study path 1, the range of 

sampling rate for study path 1 is greater. Moreover, it can be 

used to investigate the AVI data filtering problem under 

different sensor failure scenarios for further study. Therefore, 

study path 2 is used for the sensitivity analysis to examine the 

effects of sampling rates. 

In Fig. 7, U1 performs much better than the other 3 

benchmarks, in terms of the probabilities of absolute percentage 

errors of the estimates less than 20% (i.e., 83% against 56%-

60%). However, S1 only performs slightly better than the other 

benchmarks (i.e., 93% against 88%-91%). It demonstrates that, 

with the use of historical AVI data only, the proposed 

unsupervised algorithm U1 can lead to promising results even 

when ground truth is not available for training purposes. 

To further investigate the effects of sampling rates of valid 

real-time AVI data on the proposed unsupervised algorithm, 

another sensitivity test is carried out. 30 out of 299 weekdays in 

2017 are randomly segregated from the original training set and 

used as the new validation set. The performance of the proposed 

unsupervised algorithm on both study paths is provided in Fig. 

8. It is noted that when the sampling rate of valid real-time AVI 

data is no less than 2 valid AVI data per 2-min interval, the 

performance of U1 is similar on different datasets (95% of the 

absolute percentage errors less than 15.2% and 14.9% for study 

paths 1 and 2, respectively). It demonstrates the generality and 

robustness of the proposed unsupervised algorithm. In general, 

it is found in Fig. 8 that 95% of the absolute percentage errors 

of the estimates are less than 20%. 

0        0   

Time of day  h 

0

 0

 0

30

 0

50

 0

P
at
h
 t
ra
v
el
 t
im

es
  
m
in
u
te
s 

   er  ound of   

Lower  ound of   

   er  ound of   

Lower  ound of   

Ground truth

 nline AVI data

 istorical AVI data

                       

                          
Real-time AVI data

 istorical AVI data



10 

T-ITS-22-02-0533  

 
Fig. 7. Sensitivity test with various sampling rates of real-

time AVI data on study path 2. 

 

Additionally, as shown in Fig. 5(a), study path 2 with more 

AVI sensors would have a higher percentage of 2-min intervals 

with no less than 2 valid data than that of study path 1. Hence, 

the performance of both S1 and U1 for study path 2 is better 

than that of study path 1 as shown in Tables III and IV. The 

same finding can also be found in Fig. 8, even the validation 

dataset is different in Fig. 8 and Tables III and IV. 

As the case study is performed using accurate but limited 

real-time AVI data, it is worthwhile to discuss the performance 

of U1 on inaccurate real-time AVI data with more samples (e.g., 

Bluetooth data). It is assumed that this type of AVI data has a 

much lower percentage of valid real-time AVI data. Therefore, 

the performance will deteriorate due to the extremely low 

sampling rate of valid real-time AVI data for U1. Further study 

should be carried out in the future if this type of AVI data is 

available. 

To test the effect of historical ground truth data, a sensitivity 

test is performed by reducing the number of days with historical 

ground truth data. A percentage varying from 0% to 90% of 

historical ground truth data is removed to test the performance 

of S1. The result is given in Table VI. The percentage of 

absolute percentage errors less than 20% is reduced to 83% or 

lower if less than 50% of the historical ground truth is used for 

training purposes. It implies that U1 is better than S1 in practice 

particularly when less than half of the historical ground truth on 

path travel time is available for filtering of real-time AVI data 

and real-time path travel time estimation. 
TABLE VI 

SENSITIVITY TEST WITH DIFFERENT PERCENTAGES OF HISTORICAL 

GROUND TRUTH REMOVED IN 2017 DATA ON STUDY PATH 2 

 

Percentage of historical ground 

truth removed in 2017 data (%) 

Percentage of absolute percentage 

errors less than 20% (%) 

0 93 

10 90 

30 86 
50 83 

70 78 

90 76 

 

With reference to the above (8), the threshold 𝐻∗ of the 

covariance of path travel times on different days for the 

sampling of historical AVI data in S1 is examined in a 

sensitivity test, The relevant results are given in Table VII, in 

which the optimum thresholds of 𝐻∗for study paths 1 and 2 are 

10.8 and 9.6 min2, respectively. It also shows that the variation 

of 𝐻∗affects the results significantly. For study path 1, only 

74% of absolute percentage errors are less than 20% when there 

is a 20% deviation from the optimum threshold. 𝐻∗ can also be 

an annual average figure, as it is based on weekday data in 2017 

(excluding public holidays, and days with adverse weather and 

incidents) to capture the seasonal variation of path travel times. 

Moreover, the optimum threshold is based on the current 

dataset, but 𝐻∗may deviate from the actual optimum threshold, 

as the latter will depend on the updated dataset.  

 

 
Fig. 8 . Sensitivity test of sampling rates of valid real-time AVI data on U1 for study path 1 (left) and study path 2 (right). 
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TABLE VII 

SENSITIVITY TEST OF THE PERCENTAGE DEVIATION OF THE RESULTS OF S1 

FROM THE OPTIMUM THRESHOLD 

 

 

Percentage of deviation 

from optimum threshold 

(%) 

0 10 20 

Value of threshold 

(min2) 

Study path 1 10.8 11.9 13 

Study path 2 9.6 10.6 11.5 

MAPE (%) 
Study path 1 11.4 12.6 13.4 

Study path 2 5.1 7.8 9.5 

Percentage of absolute 
percentage errors less 

than 20% (%) 

Study path 1 83 78 74 

Study path 2 93 86 82 

IV. CONCLUSION 

This paper proposes a novel unsupervised algorithm (U1) for 

filtering limited but accurate real-time AVI data without ground 

truth for training. Instead, it makes use of real-time AVI data 

collected on the same day and historical AVI data collected on 

previous days. The temporal variance-covariance relationships 

between path travel times at different time intervals and on 

different days are explicitly considered in the proposed FPCA 

model. Both mean and standard deviation of the path travel 

times are estimated and used for the improvement of the real-

time AVI data filtering performance. As the proposed FPCA 

model can effectively reduce the dimension of high-variability 

data, the corresponding PACE approach is used to construct the 

dynamic time windows in the proposed unsupervised 

algorithm. The real-time dynamic time windows are generated 

via a rolling horizon scheme. Furthermore, the asymptotic 

properties of the proposed unsupervised algorithm have been 

theoretically proven to demonstrate their ability to generate 

reliable dynamic time windows for real-time AVI data filtering 

and real-time path travel time estimation.  

The performance of U1 is compared respectively with three 

existing data filtering algorithms in the case studies using real-

world data collected from two selected paths in the Hong Kong 

urban road network. The comparison between the data filtering 

performance of U1 and U2 by time of day demonstrates the 

merit of using historical AVI data. It is also found that U1 

outperforms the existing algorithms in terms of both mean and 

standard deviation of estimated path travel times.  

A sensitivity analysis is conducted for a special case when 

ground truth is available for training. The proposed 

unsupervised algorithm with ground truth for training (namely 

S1) outperforms other benchmarks in terms of both mean and 

standard deviation of estimated path travel times. It illustrates 

the merit of using the proposed FPCA model for modeling 

temporal variance-covariance relationships between path travel 

times at different time intervals and on different days. Another 

sensitivity test is also performed to demonstrate the merits of 

using historical AVI data when real-time AVI data is sampled 

at a very low rate. U1 performs much better than the other 3 

benchmarks, in terms of the probabilities of absolute percentage 

errors of the estimates less than 20% (i.e., 83% against 56%-

60%).  

The sensitivity test on sampling rates of valid real-time AVI 

data demonstrates the generality and robustness of the proposed 

unsupervised algorithm. When there are no less than 2 valid 

real-time AVI data per 2-min interval, 95% probability of 

generating absolute percentage errors of less than 20%. 

Moreover, the performance of U1 on different study paths is 

similar under this scenario, which implies that the proposed 

unsupervised algorithm is generalized with robust performance. 

The expected worsened performance on inaccurate real-time 

AVI data with more samples (e.g., Bluetooth) is also discussed 

with the assumed lower sampling rate of valid real-time AVI 

data. Filtering of this type of AVI data is suggested for further 

study if this dataset is available. 

Moreover, an additional sensitivity test is carried out to show 

the advantage of U1. The percentage of absolute percentage 

errors less than 20% is reduced to 83% or lower if less than 50% 

of the historical ground truth is used for training purposes. It 

implies that U1 is better than S1 in reality when less than half 

of the historical ground truth on path travel time is available for 

filtering of real-time AVI data and real-time path travel time 

estimation. 

In the future, other types of traffic-related data, such as 

weather, traffic accidents, vehicular flow data, bus frequencies, 

signal timing, and road types could be incorporated into the 

proposed unsupervised algorithm for improving the data 

filtering performance. As both AVI sensors and point sensors 

are deployed in the JTIS, it is interesting to explore the sensor-

location problems and trade-offs of these two types of traffic 

sensors. Similarly, it is also planned to extend the proposed 

unsupervised algorithm to examine the effects of sensor failure 

on data from multiple AVI sensors at urban road corridors, by 

considering network topology and measurement errors. 
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