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Abstract
The reservoir computing (RC) system, known for its ability to seamlessly integrate memory and
computing functions, is considered as a promising solution to meet the high demands for time
and energy-efficient computing in the current big data landscape, compared with traditional
silicon-based computing systems that have a noticeable disadvantage of separate storage and
computation. This review focuses on in-materio RC based on nanowire networks (NWs) from
the perspective of materials, extending to reservoir devices and applications. The common
methods used in preparing nanowires-based reservoirs, including the synthesis of nanowires and
the construction of networks, are firstly systematically summarized. The physical principles of
memristive and memcapacitive junctions are then explained. Afterwards, the dynamic
characteristics of nanowires-based reservoirs and their computing capability, as well as the
neuromorphic applications of NWs-based RC systems in recognition, classification, and
forecasting tasks, are explicated in detail. Lastly, the current challenges and future opportunities
facing NWs-based RC are highlighted, aiming to provide guidance for further research.

Keywords: reservoir computing, nanowire networks, short-term memory,
dynamic characteristics, neuromorphic computing

1. Introduction

In recent years, thanks to fast advances in neuroscience
and neural network algorithms, the fast-growing artificial
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intelligence (AI) technology allows human society to enter
into an era of intelligence through its successful application to
a lot of fields such as the internet of things, medical diagnosis,
intelligent robots, etc [1]. At present, online AI services are
optimized through cloud computing. Specifically, the optim-
ization is achieved using algorithms on computers to analyze
and process big data from the edge of the internet to achieve
target tasks. There is an exponentially growing number of data
generated by intelligent edge devices. However, the existing
computing system still relies on the traditional von Neumann
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architecture with separated storage and computing units, res-
ulting in a frequent data transfer brought by limited band-
width of data path and leading to huge latency and energy
consumption [2, 3]. Meanwhile, metal-oxide-semiconductor
field effect transistors functioning as its basic component
struggle to improve integration and performance by further
reducing size as Moore’s law slows down [4]. As a result, the
existing computing system consumes more time and energy,
making it difficult to meet the rapidly growing demand for
development of an intelligent society.

In order to get rid of this dilemma, a potential answer
is to employ novel devices to develop brain-inspired neur-
omorphic computing diagrams by simulating the functions of
biological neural network which is comprised of ∼1011 neur-
ons randomly connected by ∼1015 synapses and has plenty
of superiorities especially in in-memory computing architec-
ture and low power consumption (only 20 fJ per operation)
[5–8]. As a kind of neuromorphic computing architecture, arti-
ficial neural networks which are usually divided into feedfor-
ward neural networks (FNNs) and recurrent neural networks
(RNNs) receive numerous attentions. FNNs are mainly used to
process static (time-independent) data. On the contrary, RNNs
have cyclic connections in structure, so that its output state
at a certain moment not only relates to the input signal at
present moment but also to the past state, that is, it is equipped
with a short-term memory ability and can be used to pro-
cess time-dependent information. However, it is well-known
that RNNs have drawbacks in training and hardware imple-
mentation. Thus, researchers begins to explore a new approach
known as RC.

RC originating from RNNs is also suited for handling tim-
ing information, and attracts considerable attentions due to
its unique advantages particularly in optimized training pro-
cess. The research on RC is originated from echo state net-
work (ESN) proposed by Jaeger in 2001 [9] and Liquid State
Machine (LSM) proposed by Maass et al in 2002 [10]. The
major difference between them is that the former usually uses
the random network formed by large-scale sparsely connected
Sigmoid neurons as the hidden layer, while the latter uses pulse
neurons to construct hidden layer. However, both of them are
essentially the same, for the fact of using a large number of
neurons to form random and sparsely connected networks act-
ing as the hidden layer, which is called ‘reservoir’, and utiliz-
ing its dynamic characteristics to deal with time series prob-
lems. Therefore, ESN and LSM are collectively called RC.

The conventional RC model (figure 1) which mainly
includes three parts, i.e. input layer, reservoir, and output
layer, can be described by the formula as follows:

x(t) = f(Win · u(t) + Wre · x(t− 1)) (1)

y(t) =Wout · x(t) (2)

where x(t) and f are the reservoir state at time t and the trans-
forming function of a reservoir node respectively [11]. Not-
ably,W in andW re are randomly generated and fixed, and need
no training. Instead, only Wout requires tuning towards target

signals using simple linear regression algorithm, which makes
the training very efficient by breaking down to a simple matrix
multiplication [12]. Compared with the conventional RNNs,
this simple and fast training process can greatly reduce the
computational energy and time consumption in the learning
process, and also effectively avoid the problems of gradient
disappearing and gradient explosion in the training process
based on the gradient class learning algorithm [13]. Other
than this traditional network-type RC, there are several other
types of RC developed after years of research. For example,
the delayed RC with a single real nonlinear node employ-
ing a delayed feedback loop based on time-multiplexing of
input signals contributes to much easier implementation as
only one physical node is required [14]. Moreover, the intro-
duction of delayed feedback loop not only increases the com-
putational power with a single node but also provides a way
to characterize the properties of reservoir in degree of com-
plexity through analyzing the delayed system potential to
exhibit chaotic oscillations [104, 15]. But the use of virtual
nodes instead of real nodes limits the dynamics and thus the
computing abilities compared with the one with several real
nonlinear nodes. Additionally, the deep RC based on spatial
multiplexing is composed of multiple standard reservoir lay-
ers which are stacked one on top of each other, enriching
its complex dynamics [16]. The deep layered organization
enhances its hierarchical information processing ability and
short-term memory capacity [17]. Apart from them, the next
generation RC (NGRC) based on nonlinear vector autore-
gression (NVAR) and characterized by the absence of reser-
voir requires no random matrices, fewer metaparameters, and
provides interpretable results with shorter training data sets
and training time compared with other approaches [18, 19].

Hitherto, the hardware implementation of RC is mainly
based on various physical phenomena in the real word. Phys-
ical RC systems per se have various changes, so there is no
need for special training to adapt to the changes, that is, the
W re needs no training, thus greatly reducing the learning cost.
Various physical devices and systemswith nonlinear dynamics
have been used to work as a computational resource relying on
different mechanisms, such as memristors [20–23], transistors
[24–27], spintronic oscillators [28], magnetic skyrmions [29],
photonic systems [30, 31], and others [32–35], which increase
the diversity of reservoir and results in the thriving devel-
opment of physical RC. In this regard, we have realized a
three-dimensional (3D) RC employing a 4-layer 3D vertical
dynamic memristor array [36], and implemented an energy
efficient RC system using ultrathin ferroelectric tunneling
junctions with transient depolarization property for temporal
signal processing in our previous works [37]. We also pro-
posed a new hardware implementation way for the NGRC
based on in-memory computing paradigm, in which the mat-
rix vector multiplication during NVAR process is performed
by memristor array, further improving the energy efficiency
[38]. These studies further reveal the potential of RC in
time-dependent information processing. Notably, the emer-
gence of a lot of intelligent matters such as self-assembled
nanowires further provides platforms and motivations to
physically realize RC and perform computing in material
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Figure 1. Schematic representation of RC paradigm. The reservoir with constant weights (W re) is a RNN randomly connected by a lot of
coupled nonlinear nodes, playing a role of mapping the input signal (u(t)) through input weights (W in) into a higher dimensional feature
space, and followed by the analysis of outputer via output weights (Wout) to produce output signals (y(t)).

(called in-materio RC) using the intrinsic properties of
materials [39].

Among many physical systems, NWs-based RC receives
growing attentions recently. For one thing, the self-
organization confers NWs with high synaptic connectivity
among the nodes and provides adaptability, fault tolerance
and robustness, which induces a great similarity with respect
to biological neural systems while of which the individual ele-
ments lack. For another, the self-organized systems emphasize
the emergent dynamics of the whole system with no need for
fine tuning constituent elements. These advantages make NWs
appear as the most promising platform for in-materio imple-
mentation of brain-inspired RC [40]. Here, we concentrate on
NWs-based RC and systematically review the recent progress
from perspectives of device preparation, operation mechan-
ism, dynamic characteristics, and neuromorphic applications,
and summarize the current problems remaining to be tackled
in the end.

2. Preparation of NWs-based reservoir

The preparation of NWs-based reservoir device can be con-
ducted through chemical synthesis combined with traditional
CMOS technology. The process is usually divided to three
steps: the synthesis of nanowires, the fabrication of NWs, and
the preparation of multi-electrode arrays.

2.1. Synthesis of nanowires

Nanowires coated by various functional materials are regarded
as a kind of one-dimensional materials with core/shell struc-
ture. Depending on the materials used, nanowires are gen-
erally distinguished to three types. One is metal/metal-
inorganic compound nanowire, such as Ag/Ag2S, Ag/Ag2Se,
Ag/AgI, Ag/TiO2, Ni/NiO, and Cu/CuO nanowires [41].
Another is metal/organic nanowire whose classical example

is Ag/polyvinyl pyrrolidone (PVP) nanowire. And the other is
organic/organic nanowire like the single-walled carbon nan-
otube (SWNT)/polyoxometalate (POM), SWNT/porphyrin-
polyoxometalate (Por-POM) nanowire, and SWNT/liquid
crystal [42]. Among these nanowires, Ag nanowires and
POM-coated SWNT nanowires drawing extensive attentions
are the current research hotpots, and the corresponding surface
microstructures are shown in figures 2(a) and (b), respectively.

Nanowires can be synthesized in different ways depend-
ing on the materials used. The common synthesis methods
include redox method, polyol method, ultrasonic dispersion
method, and template method. Among them, Ag2S, AgI and
other inorganic compounds coated metal Ag nanowires are
usually synthesized by redox method which is to deposit part
of the copper column on the substrate at first, and then drop a
certain amount of AgNO3 solution. Since the chemical activ-
ity of Cu is greater than that of Ag, Cu can displace the Ag in
AgNO3 through spontaneous chemical reaction as shown in
formula (3), giving rise to the generation of a lot of Ag nan-
oparticles which connect with each other to form randomly
oriented Ag nanowires in solution [43]. The reaction as shown
in formulas (5) and (6) would then occur by placing the Ag
nanowires in suitable sulfur gas or iodine gas environment,
making the surface Ag be vulcanized or iodized into Ag2S [44]
and AgI [43], respectively. At the same time, the Ag/Ag2S/Ag
and Ag/AgI/Ag metal–insulator-metal (MIM) interfaces are
formed at the crossbar junction of the Ag nanowires. Differ-
ently, the Ag2Se nanowires are formed by the redox reaction
between α-Se nanowires and AgNO3 solution under certain
conditions as shown in formula (6) [45],

Cu(s) + 2Ag+(aq) → Cu2+(aq) + 2Ag(s) (3)

2Ag(s) +S(g) → Ag2S(s) (4)

2Ag(s) + I2(g) → 2AgI(S) (5)

3
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Figure 2. (a) Optical microscopy (OM) image of a highly interconnected memresistive NW (scale bar, 10 µm) which is prepared using
Ag/PVP nanowires with a diameter of 120 nm and length of 20–50 nm and dynamic spinning coating process with a rotating speed of
1500 rpm. (b) Atomic force microscope (AFM) image with the height color bar of a single SWNT/Por–POM complex. Reproduced from
[49]. CC BY 4.0.

3Se(s) + 6Ag+(aq) + 3H2O(aq) → 2Ag2Se(s) +Ag2SeO3(s)

+ 6H+
(aq). (6)

As for Ag/PVP nanowires, the most commonly used syn-
thesis method is polyol method, which is adding polyol as
reducing agent in PVP to reduce Ag+ in AgNO3 to Ag,
and dispersing in absolute ethyl alcohol to obtain nanowire
solution [46, 47]. SWNT/POM nanowires are formed by ultra-
sonic dispersion of PMo12 and SWNT mixed solution, which
makes PMo12 absorb on the surface of SWNT [48, 49].

2.2. Fabrication of NWs

The fabrication of NWs is mainly to get thin film with ran-
dom cross interconnect network structure. For Ag nanowires
coated with inorganic compounds, a randomly oriented dend-
ritic complex network structure is formed accompanying with
the redox reaction in the solution [50]. A thin film will be gen-
erated after the reaction by adjusting the amount of AgNO3

added according to the size of the selected substrate. The cor-
responding preparation process is shown in figure 3(a). The
prepared nanowire solution is dropped on the rotating substrate
by dynamic spinning coating, and evenly coated on the sub-
strate surface by centrifugal force. After a period of natural
drying, the NW is obtained. In the process of spinning coating,
the density of nanowire junction and the thickness of the film
can be controlled by adjusting the content of the nanowire
solution added by drops and the rotating speed of spin coating.
Dissimilarly, the deposition method of SWNT/POM nanowire
film is to filter its suspension solution after centrifugation
using nitrocellulose filter paper, and then transfer the obtained
film to the substrate [48].

2.3. Preparation of multi-electrode arrays

The preparation of multi-electrode arrays can be realized by
traditional CMOS technology. For nanowires without organic
matter such as Ag/Ag2S nanowire, the designed array pattern

is first transferred from mask to nanowires and substrate by
lithography technology followed by electron beam evapora-
tion or magnetron sputtering process to generate an inert metal
film, and then the excess metal film is removed by lift-off pro-
cess, so as to obtain the designed metal electrode. The specific
process is shown in figure 3(b). Nevertheless, the nanowires
containing organic matters such as Ag/PVP nanowire cannot
achieve the graphic of electrode arrays by photolithography
technology. The organic matters like photoresist, ethanol, and
acetone used in the lithography process inevitably damage the
PVP layer and the structure of nanowires due to the good com-
patibility of PVP with most organic matters. An alternative
way is to adopt a shadow mask to implement the process, as
shown in figure 3(c). That is, the designed electrode array pat-
tern is transferred to a shadow mask through laser cutting, and
then the substrate and mask are fixed together to conduct the
electron beam evaporation or magnetron sputtering metal film
process. The metal would be deposited onto the nanowires
through holes in the mask, enabling the electrode array to be
prepared as expected. The main purpose of electrode prepar-
ation is to arrange the electrode with a certain spacing, so as
to fix the distance between the probes used in test. Hence, it is
also possible to fix the distance between the probes by design-
ing the probe platform externally without preparing the elec-
trodes for test [51, 52], as shown in figure 3(d).

3. Working mechanism of nanowires

The MIM sandwich structure formed at the crossing junctions
in the nanowires networks can be viewed as a two-terminal
device. Resulting from different materials used, nanowires
exhibit two different working mechanisms, namely mem-
resistive and memcapacitive principles, which are caused
by changes in resistance and capacitance respectively. In
this regard, the memcapacitive NWs feature a higher energy
efficiency compared to memresistive one when addressing
identical complex tasks, for the reason that the memcapacitive
element without consuming static energy is a capacitance in
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Figure 3. Process schematic diagrams of (a) the preparation of NWs by dynamic spin coating method, (b) the preparation of electrode
arrays by lithography technology, and (c) the preparation of electrode arrays by shadow mask technology. (d) Schematic representation of
electrical contacts realized by landing metallic needle probes on the NWs.

nature, while the memcapacitive element is essentially a res-
istance with a power consumption limit [53].

3.1. Working mechanism of memresistive nanowires

Characterized by resistive switching memory, memresistive
nanowire is usually composed of active metal (core) and
electrolyte materials (shell). The commonly used electrolyte
materials are inorganic compounds such as Ag2S, TiO2, and
NiO2 besides of polymers like PVP. Memdevices with MIM
structure have various working mechanisms depending on the
different functional materials [54]. The memresistive junc-
tions here rely on the principle of electrochemical redox reac-
tions to work. At first, the metal on both sides of the junction is
separated by an insulator in the middle, contributing to a high
resistance state (off state). When a certain voltage is applied
to the nanowires to generate an electrical potential difference
between the metal Ag wires on both sides of the electrolyte
layer in the junctions, on the one hand, the Ag wires at anode
will be induced to undergo oxidation reaction to form Ag+

ions; on the other hand, an electrical field from the anode to
cathode will be generated in the electrolyte layer which further
leads to the drift of Ag+ ions at anode to cathode. As a result,
the Ag+ ions continuously obtain electrons at the cathode and
are reduced into Ag nanoparticles which subsequently gather
into nanoclusters and grow in different ways, finally forming
Ag conductive filaments with different branch structures [55,

56]. The electrodes at both ends are connected through the fil-
ament to make the junctions reach a low resistance state (on
state) from a high resistance state, which is called set process
[57], as can be seen in figure 4(a). When the applied voltage is
removed, the Ag+ ions on the cathode side with much higher
concentration than the anode side will spontaneously diffuse
to the anode to reach the equilibrium state under the driving of
the nanobattery effect including theminimization of interfacial
energy and internal electro-dynamic potential, which in turn
induces the spontaneous dissolution of conductive filament
[58, 59]. Therefore, the junctions recover from the low res-
istance state to the initial high resistance state, reflecting the
volatility of open current.

Depending on this mechanism, the memresistive junctions
can be switched between high and low resistance states by
controlling the externally applied bias voltage. The resistive
switching properties have two cases, that is, unipolar resist-
ive switch unrelated to voltage polarity and bipolar resist-
ive switch related to voltage polarity [60, 61]. Because of
the symmetrical junction structure, nanowires exhibit uni-
polar resistive switching behavior. Additionally, the high and
low resistance states can be maintained for a certain period
of time, which is similar to the memory characteristic of
human brain. This characteristic of memresistive nanowires is
thus called unipolar and volatile resistive switching memory
characteristic, which can be observed through current–voltage
(I–V) curves, as shown in figure 4(b).
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Figure 4. (a) Schematic representation of the memresistive mechanism in a single NW cross-point junction. (b) DC I–V curve of the
conductive path with cascaded memresistive junctions in the NWs. (c) Schematic representation of the memcapacitive mechanism in a
single NW cross-point junction. (d) Current trace (Iout) over cyclic voltage sweeps (V in) with upward (black line) and downward (red line)
scan direction, and the inset shows the magnified downward bias black encircled region with a similar NDR peak. Reproduced
from [49]. CC BY 4.0.

3.2. Working mechanism of memcapacitive nanowires

The working mechanism of memcapacitive nanowires is
based on the redox reaction of molecules which results in
the charging and discharging behavior of the junction capa-
citor, and then affects the conductance and causes the con-
ductance switching behavior [62]. POM molecules such as
PMo12 (H3PMo12O40), on the one hand, is able to store 24
electrons and induce the change of the molecular structure,
so it has the reversible multi-electron redox characteristic
[63]. When a heterogeneous molecular capacitive junction
is formed between SWNT and POM, POM molecules can
absorb electrons (charging) from the coated SWNT to undergo
reduction reaction, thus reducing the current flowing through
SWNT. Meanwhile, a large amount of charge stored in POM
molecules will cause a large electrical potential difference in
the junction, leading to a transition from low to high con-
ductance state. On the contrary, when a large number of
electrons are gathered, POM molecules can also release extra
electrons (discharging), resulting in oxidation reaction. As a
result, the current flowing through SWNT increases, contrib-
uting to a transition from high to low conductance [48], as
shown in figure 4(c). On the other hand, POM molecules
absorbed on SWNT produce negative differential resistance
(NDR), which is closely related to the multiple redox reac-
tions in memcapacitive junctions [64]. However, the phys-
ical principle of NDR phenomenon has not been fully under-
stood up to date. The NDR effect of SWNT/POM nanowires
can be observed from the DC I–V characteristic curve
(figure 4(d)), that is, the current decreases with the increase of
applied voltage [49].

4. Dynamic characteristics of NWs

Regarded as a complex network formed by a large number
of randomly connected memresistive or memcapacitive junc-
tions, the self-assembled NWs have a disordered structure
which is difficult to be prepared by traditional top-down tech-
niques and gives rise to unique dynamics. The dynamic char-
acteristics of NWs is essentially the collective electrical beha-
vior of these interacting junctions.

4.1. Dynamic characteristics related to network topologies

4.1.1. Small-worldness and modularity. The self-assembled
NW (figure 5(a)) with a highly similar topological structure
to biological neural network (figure 5(b)), is a kind of net-
work structure between ordered grid-like network and ran-
dom network. It shows small word connectivity, namely a
network connection structure combining local clustering and
short path length, and modularity which reflects that the net-
work is isolated into different sparsely connected modules
[65, 66]. And this connection structure is believed to have
a close relationship with the network functions such as cog-
nitive function and information transmission capability [67–
70]. Recently, Milcano et al studied the relationship between
the structure and function of NWs using the graph theory
method. By observing the dynamic evolution process of the
information flow in the memresistive NW, they proved that
the critical behavior of the network under the external stimulus
would lead to the formation of a self-selected conductive path,
thus maximizing the information flow and minimizing the

6
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Figure 5. (a) Graphical representations of (a) NWs and (b) biological neural network. Reproduced from [66]. CC BY 4.0. (c) Solutions of
the shortest-path optimization problem by a random memresistive network. Reprinted figure with permission from [75], Copyright (2013)
by the American Physical Society. (d) Adaptive reconfiguration of the current paths under high stress in large networks. Reproduced from
[77] with permission from the Royal Society of Chemistry. (e) Conductance time series with small fluctuations of Ag/PVP NWs.
Reproduced from [72]. CC BY 4.0. (f) Electrical breakdown of a single nanowire showing a sudden drop in current. The inset exhibits the
SEM image of a breakdown-induced nanogap. Reproduced from [79]. CC BY 4.0. (g) Conductance plotted against the current compliance
of Ag nanowire junctions and NWs for numerous nanowire systems. (i) Zoom-in at the high current compliance range of the Γnt taken from
panel (g) and divided by Γ0. (h) The network conductance versus current curve for the Ag NWs, and (h1)–(h4) current maps calculated over
different wire segment (Is), which are distinguished by the symbols: square (transient growth), star (power-law), triangle and circle (both set
in the post-power-law regime). Reproduced from [76]. CC BY 4.0.

information transmission distance, helping to process timing
input signals [71].

4.1.2. WTA characteristic. When a voltage greater than the
threshold voltage for network activation is applied, the net-
work will be activated by forming a conductive path connect-
ing the electrodes at both terminals. The conductive path is
composed of a large number of cascaded junctions and metal
wires, whose formation is marked by the collective transform-
ation of cascaded junctions from a high to low resistance
state [72, 73]. In theory, there are many different conduct-
ive paths can be formed between the two electrodes. How-
ever, the formation of conductive paths in the NW has the
WTA property, that is, once the optimal transmission path
is formed under a certain voltage, other paths will be inhib-
ited. And the optimal transmission path is generally the path
with the smallest resistance and shortest distance [74], as
can be seen in figure 5(c). Thanks to the memory ability of
nanowire junctions, the network is able to self-assemble to

form WTA conductive path according to its own structural
features, with the driving force coming from the reduction
of network entropy [73, 75]. The network circuits with WTA
characteristic are proven to have universal digital and analog
computing power [76].

4.1.3. Adaptive reconfiguration characteristic. Due to the
introduction of resistive switch junctions, the NWs have
the programmable properties which cannot be realized
by traditional materials. The network with the ability of
dynamically redistributing the distribution of switch junc-
tions, is with fault tolerance, adaptive properties, and struc-
tural plasticity. The large networks with inherent redund-
ancy of junctions are enabled to spontaneously program
and reconstruct conductive paths by activating the altern-
ative local paths or reactivating the junctions restoring the
initial state. In figure 5(d), the conductance of networks in
the enlarged I–V curve suddenly drops, but then reaches a
new higher conductance level a few seconds later. Under

7

https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/


Mater. Futures 2 (2023) 022701 Topical Review

electrical stimulation, this dynamic reconfigurable property
is a prominent feature of NWs and continues until a stable
conductive path is established [77]. Diaz-Alvarez et al also
found that the conductance of the stable NWs would fluctuate
irregularly after a large disturbance, but would soon automatic-
ally returns to the new stable state [72], as shown in figure 5(e).
In addition, Batra et al found that when nanowires break res-
ulting from joule thermal and electrical breakdown, needle-
like nanowire gaps are generated and the conductance sud-
denly drops [78]. Interestingly, there are new conductive fil-
aments reformed under the impact of electro-migration driven
by electrical field and bipolar electrode effects, leading to elec-
trical connection in the nanogaps, and thus exhibiting excellent
structural plasticity [79], as shown in figure 5(f).

4.1.4. Power law scaling property. The conductance (Γ) and
compliance current (Ic) of a single junction and the whole
network interconnected by cascaded junctions show a power
law scaling behavior: Γ = AIαc , α is the scaling factor, and
A is a constant, as shown in figure 5(g). This indicates that
the growth of conductive filaments in the single nanowire
junctions is similar to the formation of current paths in the
networks. Under the case of quantum conductance (Γ0), the
network conductance (Γnt) curves contain many conductance
platforms, at each of which the Γnt is stable within a certain
input current range and the network connection will not be
greatly affected (figure 5(i)). In figure 5(h), further simula-
tion results show that the appearance of conductance platform
is closely related to the formation of WTA conductance path
[73, 74]. With the increase of Ic, the Γnt exhibits four phases:
¬ OFF (OFF-threshold) phase (figure 5(h1)), where all junc-
tions are in the OFF state, and no conductive path is formed.
 TG (transient growth) phase (figure 5(h2)), when the Γnt

exceeds a certain threshold, a current path begins to form. The-
oretically, the conductive paths can grow in a variety of ways.
But the network chooses the WTA path which is easiest for
current conduction and has the lowest forming energy, and
then the network temporarily changes into ohm state, repres-
enting the appearance of the first conductance platform. ® PL
(power law) phase (figure 5(h3)), where the WTA path gradu-
ally becomes stable, and the Γnt remains unchanged within a
certain current range. ¯ PPL (post-PL) phase (figure 5(h4)),
multiple WTA paths are gradually generated with the further
increase of current.

4.2. Dynamic characteristics related to RC performance

The dynamics of network topological structure and connectiv-
ity endowNWswith rich time-varying information processing
dynamics in neuromorphic computing [80]. Here, we emphas-
ize on the emergent dynamics related to RC.

4.2.1. Short-term memory property. The short memory
property also named fading memory and echo state
characteristic refers to the fact that the state of NWs-based
reservoir manifests as decay behavior and is not only linked
with the current input signals but also the recent-past ones,

while has nothing to do with the distant-past ones [81]. Spe-
cifically, when disturbed by an input stream, the reservoir
states exhibit a notable change, and eventually relax to its
initial level after a period of being unperturbed. Hence, it is
beneficial to guarantee the similar change and final level after
degradation of the internal reservoir states when suffering
from the similar input stimulation. Besides, the implementa-
tion of short-term memory is considered to be determined by
the weight matrix initialization [82].

In general, it is believed that this property stems from
the inherent volatile state linked to the formation and spon-
taneous dissolution of unstable conductive filaments in junc-
tions of NWs-based memresistive reservoir. Through mapping
the NWs to a weighted grid diagram, Daniel and collabor-
ators simulated the spatiotemporal evolution of the conduct-
ive path formation and following dissolution, and found the
process is a history-dependent behavior, which demonstrates
the short-term memory property from the simulated point of
view [40]. Experimentally, Li et al observed the formation
process of conductive paths taking advantage of lock-in ther-
mography (LIT) technique (figure 6(a)), and found that part of
the conductive paths can be reused when the electrode position
applied with voltage was changed sequentially (figures 6(b)–
(e)), which also confirmed the short-term memory capacity
of the reservoir [83]. Moreover, the relaxation characteristic
curve can be adjusted by changing the input pulse paramet-
ers such as pulse amplitude, width, and frequency, which
also exists in other devices [84]. In practice, this property
is of great importance to tackle the tasks concluding time
series connection.

4.2.2. Nonlinearity characteristic. The nonlinearity refers to
the ability of projecting the inputs to a high-dimensional space,
of which, the degree of nonlinearity is generally closely related
to that of complexity in a RC system, allowing the reservoir
to transform from a static state (low complexity) to a chaotic
regime (high complexity) [85, 86]. A RC system whose accur-
acy depends on the degree of complexity, performs best close
to its chaotic state [104, 24, 87]. In addition, the stability of
nonlinearity can be quantitatively evaluated by a local Lya-
punov exponent which is used to judge the sensitivity of a RC
system to initial value, that is, chaos phenomenon [88]. Spe-
cially, the negative exponent indicates that the system is stable,
while the positive exponent means that the system is sensit-
ive to the initial value and has chaotic behavior. The memory
capacity of reservoir possesses a negative correlation with the
system stability, which is maximized at the edge of chaos and
then decreases quickly when the system becomes chaotic [89,
90]. Thereby, it is of great importance to regulate the nonlin-
earity to drive RC system to the edge of chaos for receiving
best performance. This property is crucial to realize the trans-
formation from linear indivisibility to divisibility of the inputs.

When a DC voltage is applied to the NWs-based reservoir,
the response of the current to the voltage is nonlinear, as shown
in the I–V curves with a notable hysteresis window, which
can be ascribed to the relatively slow migration of ions at
memresistive junctions in response to the voltage sweep [91].
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Figure 6. (a) Illustration of measurement scheme during operation of LIT technique, in which power dissipation in the Ag/TiO2 NWs as a
result of Joule heating can be sensitively imaged through infrared (IR) radiation. (b) Lock-in amplitude (top) and phase (bottom) images
taken sequentially on the network as two different electrodes. (c) Optical micrograph image of the network and multi-electrodes. (d) Scheme
of opened electrodes in different configurations. (e) Overlay of lock-in amplitude images of (b2) and (b3), where B and A configurations are
probed separately. [83] John Wiley & Sons. [© 2020 Wiley-VCH GmbH].

Figure 7. (a) Full circuit measurement scheme of nanowire reservoir device where the function generator is used to provide input signal to
the NWs and all outputs are taken from the DAQ (data acquisition) system. (b) Slightly nonlinear Lissajous plot (LP) with no phase delay
shows a proportional change in output voltage (Vout) amplitude relative to the input voltage (V in) representative of resistive pathways.
(c) The nonlinear LP represents the charge–discharge phenomena occurring but with signals in phase with the input. (d) The elliptical and
(e) the hysteresis with NDR like fluctuations show phase delays corresponding to the complex capacitive network pathways. Current output
response and corresponding PSD plot with different scaling factor (γ) obtained from FFT for (d) different input bias and (g) 0 V input DC
bias. Reproduced from [49]. CC BY 4.0. (h) Input voltage-time curves and (i) corresponding PSD diagram for a random network reservoir
device made from Ag/Ag2Se nanowires responding to an input signal. Reproduced from [45]. CC BY 4.0.

In addition, when an AC voltage is applied to the NW-based
reservoir, Tanaka et al used the circuit scheme (figure 7(a))
to collect the outputs on different electrodes via Lissajous
sampling principle [92, 93], and found that the phase and fre-
quency generated various degree of change compared with the
input signal, which demonstrates that NWs-based reservoir
with intrinsic nonlinearity can perform a nonlinear conversion
for inputs, as shown in figures 7(b)–(f).

4.2.3. Separation property. The separation property
describes the ability to distinguish and divide input signals
including different feature information from each other and
divide them to different categories, which ensures markedly
distinct responses in regard of reservoir states for various
time-dependent input signals [82]. Empirically, the analysis
of the degree of separation can be conducted taking advant-
age of the rank of reservoir internal weight matrix consisted
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of state vectors, which is defined as the number of linearly
independent reservoir state vector [10, 94]. Banerjee et al
carried out fast Fourier transformation (FFT) on the output
information of SWNT/Por-POM NWs-based reservoir under
different input bias (figures 7(d) and (g)), and used the 1/fγ (f
is the frequency) power-law scaling formula to fit the trans-
formed power spectral density (PSD)-f curves and obtained
different γ values, which indicates that different input sig-
nals can be distinguished. The NW is thus proven to have the
separation property [49].

4.2.4. Approximation property. The approximation prop-
erty is the ability to group similar input signals into the same
class, and requires to be insensitive to small intrinsic fluctu-
ations such as noise simultaneously. This property is not only
closely related to the number of effective reservoir states, but
also essential to the characteristics of specific applications,
which is linked with the complexity of solvable tasks and
computational accuracy [95, 96]. However, there is no gen-
eral rules to quantify the degree of approximation of the same
class inputs, which is similar to the case of evaluating separa-
tion property [82]. Due to the operation mechanism based on
the stochastic formation and spontaneous dissolution of local
conductive filament, the outputs of reservoir with memresist-
ive junctions usually have a big cycle-to-cycle variation, caus-
ing poor separation and approximation properties.

4.2.5. High-dimensional property. High-dimensional prop-
erty means that the reservoir has a sufficient degree of com-
plexity to ensure a high-dimensional feature space for fea-
ture extraction. Deriving from interactions of abundant nonlin-
ear junctions amongst the interconnected complex networks,
this property is important for feature extraction of input sig-
nals and helps to separate originally indivisible inputs in clas-
sification tasks, thus contributing to achieve multiple classi-
fications with high accuracy. The dimension of feature space
is highly connected with the number of effective reservoir
states or rather the independent output signals obtained from
the reservoir. One effective state can represent a feature. The
higher the degree of dimensions in the projected domain is,
the more successful the separation is. Kotooka et al acquired
the curve of PSD as a function of frequency via FFT ana-
lysis of the output signals (figures 7(h) and (i)), and observed
higher harmonic (2nd and 3rd) apart from fundamental fre-
quency signal (1st), indicating that the reservoir exhibits
high-dimensional mapping [45].

5. Applications of NWs-based RC

Owing to rich dynamic characteristics, previous studies have
demonstrated the feasibility of NWs to be used as a platform of
RC to solve some time series problems [97–101]. For different
inputs which correspond to different tasks, it is important to
conduct the training of weights through supervised learning.
Only with effective training canNWs-based RC provide a high
computational accuracy.

5.1. Training methods

For different tasks corresponding to different u(t), effective
training of Wout is highly important. The aim of training is
to implement the minimization of the loss function which is
defined as the difference between the output signal (y(t)) and
the target signal. At present, there are two dominating lin-
ear regression algorithms for Wout training, namely the least
square method and ridge regression method, which can be
expressed by the following formulas respectively:

Wout =
(
XTX

)−1
XTY (7)

Wout =
(
XTX+ kI

)−1
XTY (8)

where X, Y, I, and k are reservoir state matrix, target matrix,
identity matrix, and hyper parameter, respectively [33, 102].
The main difference of ridge regression algorithm in the cal-
culation method is artificially adding a non-negative factor k to
the main diagonal element of the independent variable matrix
compared with the least square method, which enables it to be
used for the training of high-order target signals rather than
simple periodic signals.

5.2. Neuromorphic applications

After sufficient and effective training, NWs-based RC sys-
tems with an optimizedWout can perform some neuromorphic
computing tasks which can be divided to three categories:
recognition, classification, and prediction tasks. For example,
Milano et al built up an in-materio RC system with a fully
memresistive architecture in which the reservoir consists of
Ag/PVP self-organizingNWs and the read-out layer ismade of
Ta/TaOx cross-bar array, they successfully use this RC system
to implement Mackey–Glass time series prediction task with
an accuracy of ∼90.6% which can be further improved with
multiple reads during the computation [40]. Kotooka et al fab-
ricated a new material-based reservoir device using Ag/Ag2Se
nanowire random networks for the purpose that the Ag2Se
nanowires have a better thermal stability than traditional Ag2S
nanowires. Based on as-constructed RC system, the voice
identification and classification are carried out utilizing the
free-spoken digit data as shown in figure 8(a). The voice of dif-
ferent speakers can be recognized and classified with an accur-
acy above 80% for all speakers [45], as shown in figures 8(b)
and (c). Besides, Banerjee et al also introduced a physical
RC platform comprised of SWNT/Por-POM complex-based
recurrent NWs. The RC platform can realize object classifica-
tion task which is demonstrated using the Toyota human sup-
port robot (HSR) tactile sensory input data. The Toyota HSR
could grasp given objects according to the change in the grip-
per angle as a function of the applied forces collected by the
force-torque sensor (figures 8(d) and (e)) [49]. Other than these
tasks, NWs-based RC systems can also address other tasks
like waveform generation tasks. Kotooka et al used Ag/Ag2Se
NWs-based RC system to generate the cosine waveform and
achieved a high accuracy (∼99%) [45], as shown in figures 8(f)
and (g). More recently, Daniels et al investigated the effect of
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Figure 8. (a) Schematic of voice classification procedure. (b) Confusion matrix and (c) Classification scores of classifying different
speakers with the Ag2Se reservoir device. Reproduced from [45]. CC BY 4.0. (d) The HSR (left) with a schematic of the arm (middle)
connected to the gripper via force-torque gathers tactile data from the change in the gripper angle and grasping force applied to objects
(right) in the red box. (e) The predicted classification result of supervised binary object classification with SWNT/Por-POM reservoir.
Reproduced from [49]. CC BY 4.0. (f) Procedure for waveform-generation task. (g) Results of cosine waveform generation tasks at room
temperature. NMSE is an abbreviation for ‘normalized mean square error’. Reproduced from [45]. CC BY 4.0.

stacking of nanowires on RC performance via detailed simu-
lations to compare the performance of perfectly 2D and quasi-
3D (stacked) NWs in memory capacity and nonlinear trans-
formation, and eventually found that the various networks have
a strikingly similar performance in RC tasks even if they are
with radically different topologies, but also show important
differences for example that the quasi-3D networks are more
resilient to changes in the input parameters which generalizes
better to noisy training data [103].

6. Future perspectives

In conclusion, we systematically reviewed the recent devel-
opments of nanowire networks (NWs)-based reservoir com-
puting (RC) covering the aspects of device preparation,
operation mechanism, dynamic characteristics, and applic-
ations. The reservoir preparation methods including two
cases with or without organic matter are reviewed. Two
working mechanisms for nanowires are expounded amply
from memristive and memcapacitive principles. Several key
dynamic characteristics such as small-worldness, winner takes
all (WTA), adaptive reconfiguration, power law scaling, non-
linearity, short-term memory, high dimensional, separation,
and approximation properties are summarized. Furthermore,

the training methods on the basis of the least square and ridge
regression principles other than the neuromorphic applications
in recognition, classification, and prediction tasks have
been discussed.

Existing results suggest that the research of NWs-based
RC is still in the early stages. In spite of some advances,
there are many challenges remained to be solved for the
next step. Firstly, the commonly used nanowires in reser-
voir contain organic matter, making it incompatible with
traditional complementary metal-oxide-semiconductor tran-
sistor (CMOS) technology and inconvenient to prepare. As
such, it is necessary to explore new material systems with
good compatibility especially the memcapacitive materials
and nanowires which have rarely been reported. Additionally,
developing new materials with higher dynamic complexity
is also essential to improve computing competence for com-
plex tasks. Secondly, only a few nanowires have been suc-
cessfully applied to RC systems presently, more attempts in
hardware implementation of reservoirs with new nanowires
should be made to facilitate the progress of RC. Thirdly, it
is not exactly clear what the specific behavior of reservoir is,
so the reservoir is also treated as a ‘black box’, but does not
make the system any less reliable [104]. Although it seems
that some tasks are also tackled without the capture of how
the reservoir operates, only by thoroughly understanding the
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working mechanism can we design reservoir better. Fourthly,
the NWs-based reservoir can only handle some relatively
simple benchmark tasks, thereby the more efforts should be
paid to the realization of more complex tasks. Fifthly, for
memristive reservoir, its cycle-to-cycle repeatability of the
dynamic response for identical external stimulus is awfully
poor owing to the stochastic generation process of local con-
ductive paths in the junctions [105]. This adversely affects the
separation and appropriation properties of reservoirs, which is
one of the dominating reasons for dissatisfactory computing
power. So attentions should be paid to take measures to con-
trol the variation of output response to achieve ideal comput-
ing results. Sixthly, the performance of RC systems hinges on
dynamic properties. But there is no general rule on the quan-
tification of dynamic properties which determine the comput-
ing performance of RC systems and of which the influence
on the computing performance can only be evaluated via the
final calculation accuracy. We reckon each property has its
optimal range of action and it is critical to quantify the prop-
erties to establish the relationship between each characteristic
and computing performance as well as the constraint relation
among these properties, contributing to the design of reser-
voir device with expected performance and to the regulation
of dynamic properties to adapt the requirements of different
tasks. Seventhly, it is a consensus that the reservoir work-
ing at the edge of chaos has optimal performance, but how
to use chaos theory to design appropriate parameters to make
reservoir just at the edge of chaos remains to be clarified.
Eighthly, the hardware implementation of NWs-based reser-
voirs usually employs analogue-digital hybrid method, where
the dynamic reservoir layer is analogue and the readout layer
is digital. Recently, Tang et.al and colleagues have reported
a fully analogue memristor-based RC system and highlighted
that the power consumption of the fully analogue approach
which allows signals to be transmitted and processed without
any conversion is far lower than the systems containing digital
hardware [106, 107]. Therefore, the fully analogue hardware
implantation deserves attentions and efforts in the realm of
NWs-based RC. Finally, limited to the intrinsically slow speed
of ionic migration in junctions, the possibilities of applying
in substantially high input frequencies should be taken into
account and evaluated. And more studies are needed on the
encoding and decoding algorithm of the input information
with a spatiotemporal nature [108]. We ought to be aware of
the fact that the road ahead to the application of NWs-based
RC to real life will be long despite the superior computingmer-
its, which calls for continuous efforts in the future.
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