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Abstract— Operating unmanned aerial vehicles (UAVs) in
complex environments that feature dynamic obstacles and
external disturbances poses significant challenges, primarily
due to the inherent uncertainty in such scenarios. Additionally,
inaccurate robot localization and modeling errors further
exacerbate these challenges. Recent research on UAV motion
planning in static environments has been unable to cope with
the rapidly changing surroundings, resulting in trajectories
that may not be feasible. Moreover, previous approaches that
have addressed dynamic obstacles or external disturbances in
isolation are insufficient to handle the complexities of such
environments. This paper proposes a reliable motion planning
framework for UAVs, integrating various uncertainties into a
chance constraint that characterizes the uncertainty in a proba-
bilistic manner. The chance constraint provides a probabilistic
safety certificate by calculating the collision probability between
the robot’s Gaussian-distributed forward reachable set and
states of obstacles. To reduce the conservatism of the planned
trajectory, we propose a tight upper bound of the collision
probability and evaluate it both exactly and approximately. The
approximated solution is used to generate motion primitives as
a reference trajectory, while the exact solution is leveraged to
iteratively optimize the trajectory for better results. Our method
is thoroughly tested in simulation and real-world experiments,
verifying its reliability and effectiveness in uncertain environ-
ments.

I. INTRODUCTION

Nowadays, UAVs are increasingly deployed in various
scenarios and are facing more complicated operating envi-
ronments. They may fly under unknown air turbulence in the
wild or work in close physical proximity to walking humans
in the logistics factory. These uncertain environments, along
with robot intrinsic uncertainty such as modeling errors
and inaccurate localization, makes safe motion planning a
challenging and computationally expensive problem [1], [2].
Online planners designed for deterministic environments are
inadequate to handle uncertainty, relying solely on replanning
mechanisms or feedback controllers. Thus, it is essential for
motion planners to reason about uncertainty online and react
intelligently with safety guarantees.

The majority of prior research on planning under uncer-
tainty can be divided into chance constrained approach, and
set bounded approach. The former leverages a probabilistic
representation of uncertainty and guarantees the probability
of failure is below a specified threshold [1]. This approach
has been adopted to handle uncertainty arising from dy-
namic obstacles [3]–[5] and system modeling errors [6].
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Fig. 1. The UAV aims to hover at a fixed point in a windy environment
while actively avoiding a moving human. Top: snapshots of real world
experiment. Bottom: data visualization in Rviz. Red ball: goal point.
Green line: reference trajectory. Brown line: optimized trajectory. Purple
ellipsoid: FRS.

The latter method typically ensures safety certification for
robots by achieving robust planning [7] while assuming a
disturbance bound, particularly for wind [2], [7], [8]. In
this paper, we present a reliable motion planning framework
for UAVs that combines both approaches to address the
uncertainties associated with dynamic obstacles and wind
disturbances. Specifically, we propose an integrated chance
constraint that restricts the collision probability between the
robot’s Gaussian-distributed forward reachable set (FRS) and
the predicted states of obstacles. However, no closed-form
solution exists for estimating this probability, and previous
methods have either evaluated loose upper bounds or ap-
proximations with significant errors. With various kinds of
uncertainty considered, these collision estimation methods
will result in overly conservative and inefficient trajectories.
To this end, we propose a tight probability upper bound and
give its exact and approximated solutions. The approximated
solution is computed from numerical integral using Gauss-
Hermit quadrature. It is served for collision chance checking
of motion primitives, which compose the reference trajectory
for optimization. The exact solution is derived from the series
expansions of a quadratic form in random Gaussian variables.
It is utilized to iteratively optimize the trajectory for better
results. As shown in Figure 1, the real-world experiment
demonstrated the reliability and effectiveness of our planning
framework.

To conclude, the contributions of this paper are summa-
rized as follows:

• A tight collision probability upper bound with its exact
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and approximated solutions.
• A reliable motion planning framework for UAVs in

highly uncertain environments with dynamic obstacles
and external disturbances.

• Extensive Validation of the proposed method in simu-
lation and real-world experiments.

II. LITERATURE REVIEW

A. Collision Probability Estimation

Collision probability estimation is essential for motion
planning in probabilistic contexts. Monte Carlo (MC) pro-
vides a powerful tool for this purpose, but it requires a
large number of simulation rollouts. The simulation was
accelerated in [9] by approximating the double summation
from the MC integration with a single summation. Assuming
that obstacles are punctual objects, a representative density
point on the distribution can be selected and multiplied by
the volume of the robot. Park et al. [10] took the maximum
density value at the robot surface and provided an upper
bound, while Du et al. [11] took the density at the center.
Despite their efficiency, these methods usually yield large
errors. Some other methods marginalized the probability over
the collision region of the configuration space. Hardy et
al. [12], and Zhu et al. [3] both obtained upper bounds
with collision regions as a rectangular bounding box and
half hyperspace respectively. Dai et al. [6] proposed to
approximate the probability via quadrature rules under the
assumption that each distribution dimension is independent.
Antony et al. [13] claimed to find the exact solution for
ellipsoidal-shaped robots and obstacles, but there seems to
be an oversight of taking random variables as constant in
their theory derivation1.

B. Planning Under Uncertainty

Planing under uncertainty can mainly be divided into
chance constrained approach [1], [3], [5], [6] and set
bounded approach [2], [7], [8], [14], [15]. Considering
the obstacles as convex polyhedrons, Blackmore et al. [1]
approximated the chance-constrained optimization problem
as a disjunctive convex programming. Zhu et al. [3] proposed
transforming the chance constraint to a deterministic one,
typically for ellipsoidal obstacles. Benefiting from the two
strategies, a hybrid solution is proposed in [5] to trade
off performance and efficiency. These methods are mainly
designed to handle uncertain dynamic obstacles. While in
[6], the robot motion and state uncertainty is focused, and
a chance-constrained motion planning system is proposed
for high-dimensional robots. Set bounded approach rea-
sons about the influence under bounded disturbances (e.g.
air turbulence) and usually provides a safety guarantee.
Anirudha et al. [2] computed funnel library offline via sum-
of-squares programming and sequentially composed them

1See our comments https://github.com/Acmece/IROS2023 Com for more
details

online for robust trajectories. The approach has been ex-
tended to multirotor systems, where the rotor drag is ex-
plicitly estimated rather than treated as an unknown dis-
turbance [15]. Using Hamilton-Jacobi reachability, Seo et
al. [8] conservatively approximate the FRS with ellipsoidal
parameterization, which can be computed analytically online
and was further integrated with external force estimator
for the quadrotor in [14]. Manchester et al. [7] computed
the ellipsoid bounds around nominal trajectory locally in
the closed form under the LQR feedback controller and
designed a robustness cost for trajectory optimization. Apart
from these two main categories, the chance constraint can
be converted to a set-bounded one by enlarging the robot
with 3-σ uncertainty ellipsoids [10], [16]. Wang et al. [17]
conducted dynamic avoidance in font-end path searching and
then refine the trajectory by gradient descent. In [18], the
safety margin library is computed via MC simulations offline
and adaptively adjusted on-the-fly for disturbances.

III. MOTION PLANNING FRAMEWORK

Considering a robot moving in an uncertainty environment
with dynamic obstacles, external disturbances as well as
static structures, we aim to find efficient trajectories with
probabilistic safety certificates. Given the models of robot
and M dynamic obstacles, we discretize the planned trajec-
tory (x ∈ Rnx ,u ∈ Rnu) into N knot points in time. The
motion planning problem is then formulated by the following
nonlinear programming:

min
u0,...,uN−1

J (u0, . . . ,uN−1,x0, . . . ,xN ) , (1)

s.t. xt+1 = f (xt,ut) +wt, (1a)

yi
t+1 = gi

(
yi
t

)
+ vi

t, (1b)
Et = h(xt,ut, t), (1c)

wt ∼ N (0,Wt) , vi
t ∼ N

(
0, V i

t

)
, (1d)

x0 ∼ N (x̂0,Σx,0) , y0 ∼ N
(
ŷi
0,Σy,0

)
,

xt+1 ∈ Ft, ut ∈ U (1e)

P
(
Gt

(
Et, y

1
t , · · ·yM

t

)
< 0

)
< ∆t, (1f)

∀t = 1, 2, . . . , N, ∀i = 1, 2, . . . ,M,

where f is the nonlinear dynamic system model of robot, gi

is the prediction model of the i-th dynamic obstacles, Et is
the propagated FRS computed under bounded disturbance,
Ft is the collision free regions with regards to static struc-
tures, and U is the feasible control set. The function Gt(·)
encode the region that robot is in collision with dynamic
obstacles. P indicates the probability of an event. ∆t is
the prescribed collision probability for step t. This work
utilizes the Gaussian distribution and Forward Reachable
Set (FRS) to address the uncertainties arising from dynamic
obstacles and external disturbance, respectively. By applying
the chance constraint (1f), we ensure that the collision
probability between dynamic obstacles and every state in
FRS is below a user-specified threshold.

In this work, we make two key assumptions. Firstly, the
noise of robot and obstacle models are all in the represen-
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tation of Gaussian distribution. This is valid because of the
central limit theorem as the robot system evolves over time.
While the Gaussian distribution of obstacles’ state encodes
the belief of the prediction model. Secondly, we assume that
shapes of robots and dynamic obstacles are all in ellipsoids.
Actually, for an arbitrary geometric shape, we can always
find its minimum-volume enclosing ellipsoids, the Löwner-
John ellipsoids, by convex optimization [19].

IV. TIGHT COLLISION PROBABILITY

Fig. 2. Illustration of the collision region upper bound Qc (pink ellipse) in
2D. Red ellipse: obstacle shape. Green ellipse: robot shape. Blue ellipse:
Gaussian distribution.

Suppose we have an ellipsoidal-shaped robot and obstacle
with shape matrix of Qx, Qo ∈ S3+, respectively. The
collision region in configuration space is thus the Minkowski
sum of these two ellipsoids. As shown in Figure 2, we
approximate the region with an optimal outer ellipsoid which
is denoted by:

Qc = Qx ⊞Qo = (1 + α)Qx + (1 +
1

α
)Qo, (2)

where α = Tr(Qo)/Tr(Qx). Suppose the positions and
uncertainty covariances of the robot and the obstacle are
px ∼ N (p̂x,Σx), po ∼ N (p̂o,Σo), with px, po ∈ R3. We
can calculate the upper bound of the collision probability as:

Pc =

∫
∥po−px∥Q

−1
c

<1

(po − px)d(po − px) > P, (3)

where po − px = pox is the relative position between robot
and obstacle, and ∥ pox ∥Q−1

c
= pT

oxQ
−1
c pox < 1 is the outer

ellipsoid Qc. The probability (3) is the integral of the relative
position distribution pox ∼ N (p̂o − p̂x,Σo + Σx) over the
ellipsoid Qc.

In the following subsections, we present the approaches
to evaluate Pc and how to achieve the chance constraint (1f)
in the form of

Pc

(
Gt

(
Et, y1t , · · · yMt

)
< 0
)
< ∆t. (4)

A. Collision Probability Estimation

In the view of the random variable pox, the probability
(3) can be rewritten as

Pc = P(pT
oxQ

−1
c pox < 1) = P(v < 1) = Fv(1), (5)

where v = poxQ
−1
c pT

ox is the quadratic form in random
variable pox and Fv is the cumulative distribution function

(CDF) of v. According to [20], Fv has an exact expression
in the form of series expansions, as stated by the following
theorem.

Theorem 1: Suppose the quadratic form v = pTAp
with A = AT > 0, p ∼ N (µ,Σ),Σ > 0. With the affine
transformation z = Σ− 1

2p−Σ− 1
2µ and the diagonalization

PTΣ
1
2AΣ

1
2P = diag (λ1, . . . , λn), the quadratic form v can

be expressed as:

v = (w + b)T diag(λ1, . . . , λn)(w + b),

where P is an orthogonal matrix (PPT = I), w = PT z =
(w1, . . . , wn)

T and b = PTΣ− 1
2µ = (b1, . . . , bn)

T . In this
representation, the CDF of v is

Fv(q) = P (v ≤ q) =

∞∑
k=0

(−1)kck
q

n
2 +k

Γ
(
n
2 + k + 1

) ,
where Γ denotes the gamma function and

c0 = exp

(
−1

2

n∑
i=1

b2i

)
n∏

i=1

(2λi)
− 1

2 ,

ck =
1

k

k−1∑
i=0

dk−ici,

dk =
1

2

n∑
i=1

(
1− kb2i

)
(2λi)

−k
.

In our case, the n = 3 and q = 1. The convergent proof of
this infinite series as well as the derivation of the truncation
error upper bound, is presented in [21], [22].

Additionally, the probability Pc can be computed numer-
ically via Gauss-Hermit quadrature. First of all, we apply
the affine coordinate transform r = RTpox, where R is an
orthogonal matrix that diagonalizes Σox, i.e. RTΣoxR = Λ.
Thus, each dimension ri of r is independent from each other.
Under the new coordinates, pox and Qc become r and Qr:

r ∼ N (r̂,Σr) = N (RT p̂ox,Λ),

Qr = (RQ−1
c RT )−1.

(6)

Then the probability Pc is rewritten as

Pc =

∫
R3

I(r)p(r)dr, (7)

where I(·) is a function to indicate whether r is in the
collision region:

I(r) =

®
1, rTQ−1

r r < 1,

0, otherwise.
(8)

Since all the dimensions of r are independent, we have :

p (r) = p(r1)p(r2)p(r3),

p(ri) =
1

σi
√
2π

exp(− (ri − µi)
2

2σ2
i

).
(9)

Applying (9) to (7) yields:

Pc =

∫ ∞

−∞
p(r1)

∫
R2

p(r2:3)I(r)dr2:3dr1. (10)



Let g(r1) =
∫
R2 p(r

2:3)I(r)dr2:3, then:

Pc =

∫ ∞

−∞
p(r1)g(r1)dr1

=

∫ ∞

−∞

1

σ1
√
2π

exp(− (r1 − µ1)
2

2σ2
1

)g(r1)dr1.

(11)

Gauss-Hermite quadrature approximates the value of in-
tegrals by calculating the weighted sum of the integrand
function at a finite number of reference points, i.e.∫ ∞

−∞
e−z2

h(z)dz ≈
n∑

j=1

wjh (zj) , (12)

where n is the number of sampled points, zj are the roots of
the Hermite polynomial Hn(z) and the associated weights
wj are given by:

wj =
2n−1n!

√
π

n2 [Hn−1 (zj)]
2 . (13)

To match (11) to (12), we take the following variable change:

z1 =
r1 − µ1√

2σ1
⇔ r1 =

√
2σ1z1 + µ1, (14)

such that the Equation (11) becomes

Pc =

∫ ∞

−∞

1√
π
e−(z1)

2

g(
√
2σ1z1 + µ1)dz1.

Hence, the value of Pc can then be approximated through
Gauss-Hermite quadrature rule:

Pc ≈
1√
π

n1∑
j=1

w1,jg
Ä√

2σ1z1,j + µ1

ä
. (15)

By iteratively applying this procedure from rt1 to rt3, we can
obtain a numerical integral of Pc:

Pc ≈π− 3
2

n1∑
j1=1

n2∑
j2=1

n3∑
j3=1

(
d∏

i=1

wi,ji

)
I([

√
2σ1z1,j1

+ µ1,
√
2σ2z2,j2 + µ2,

√
2σ3z3,j3 + µ3]

T ).

(16)

B. Iterative Trajectory Optimization

Fig. 3. 0.3-level set for the linearized collision probability in 2D. The red
ellipse indicates the collision region, and the color on level set encodes the
ground truth probability value.

The linearized collision probability Pl proposed in [3]
has the ability to convert the chance constraint Pl < ∆

Algorithm 1: Iterative Trajectory Optimization
Input: Total allowed risk ∆, the optimized steps n
Result: the optimized trajectory Γ

1 Function IterTrajOpt():
2 ∆l ← 0, δl ← 0
3 ∆h ← n, δh ← 0
4 Γ0 ← trajectory optimization without chance constraint
5 δ0 ← get trajectory risk nPc of Γ0

6 δh ← δ0
7 if δ0 ≤ ∆ then return Γ0

8
9 k ← 0

10 while |δk −∆| > precision do
11 k ← k + 1
12 ∆k ← ∆l + (∆h −∆l)/(δh − δl)(δ − δl)
13 Γk ← trajectory optimization with Pl < ∆k/n
14 δk ← get trajectory risk nPc of Γk

15 if δk < ∆ then ∆l = ∆t, δl = δk
16 else ∆h = ∆t, δh = δk

17 return Γk

into a deterministic one, thus enabling efficient trajectory
optimization. We summarize the method in Conclusion 1.

Conclusion 1: Let the collision region in configuration
space be the ellipsoid pTQ−1p < 1 with p ∈ R3, Q ∈ S3+.
Denote the robot-obstacle relative position distribution as
p ∼ N (p̂,Σ). The linearized collision probability Pl is given
by

P < Pl =
1

2
+

1

2
erf

Ñ
1− aTQ− 1

2 p̂»
2aTQ− 1

2ΣQ− 1
2 a

é
,

where a = Q− 1
2 p̂/∥Q− 1

2 p̂∥. The chance constraint Pl < ∆
can then be transformed to the a deterministic one:

aTQ− 1
2 p̂− 1 > erf−1(1− 2∆)

»
2aTQ− 1

2ΣQ− 1
2 a.

where erf(·) is the error function: erf(x) = 2√
π

∫ x

0
e−t2dt .

However, as illustrated in Figure 3, this method over-
estimates the probability and gives rise to a loose chance
constraint. And our exact solution of Pc equals the ground
truth value, while the true estimation of Pl ranges from
0.0774 to 0.2211 for the 0.3-level set. By combining with
the linearized collision probability, we propose an iterative
trajectory optimization method to achieve the tight constraint
(4).

In particular, given a trajectory Γ = (x1, . . . ,xn), we
take uniform risk allocation ∆t = ∆/n for every step. The
collision probability for each step is taken as the maximum
one among all obstacles. As mentioned in [23], summing
the collision probabilities at discrete time steps will double
count the probability. Thus the risk here (i.e. the sum of all
probabilities in different steps) is not necessarily to be lower
than one. Notice that trajectory optimization under linearized
probability Pl tightens the original problem, while trajectory
optimization without chance constraint is a relaxation. Hence
our goal is to achieve the tight chance constraint (4) between
them. As shown in Algorithm 1, trajectory optimization with
Pl < ∆/n is solved iteratively. After each solving step,
the exact solution of Pc is employed to evaluate the risk of



optimized trajectory and provide a guess of the next suitable
value of Pl. Observing that Pl has positive correlation with
tight probability Pc in general, we guess the next value of
Pl via proportional interpolation. It has been verified in our
experiments that this heuristic can help us quickly reach the
tight chance constraint. To reduce the computation time, the
previously obtained solution can serve as an initial guess for
the next iteration of the problem.

C. Benchmark Comparisons

Fig. 4. Benchmark comparison of our tight chance constraint against the
linearized chance constraint [3], robust constraint [16], disjunctive chance
constraint [1] and hybrid chance constraint [5].

We statistically compare our collision probability esti-
mation methods with others2 in a setting where the mean
position of the first ellipsoid is at the origin, the mean
position of the second ellipsoid is uniformly generated within
a 4 × 4 × 4 cube centered at the origin, and the covariance
matrices are randomly generated with σ2 ∈ [0.01, 2] for
each independent dimension. The semi-axis length of the two
ellipsoids ranges in [0.2, 2]; the first ellipsoid is axis aligned
and the orientation of the second one is randomly generated.
We evaluate and benchmark our methods in this setting
through ten thousand cases and the resulting performance
is presented in Table I, showing that our methods achieve
the best result in the limited time. Although the fast Monte
Carlo method has the most accurate result, it requires a

2The relative performance differs from the result presented in [5]; refer
to https://github.com/Acmece/IROS2023 Com for an explanation.

TABLE I
BENCHMARK STATISTICS ON COLLISION PROBABILITY ESTIMATION

Methods Collision Probability Error Computation Time (s)

Fast Monte Carlo [9] -0.0020 ± 0.0024 4.3425 ± 0.9781

Max Point Approximation [24] 0.5483 ± 0.3957 0.0883 ± 0.0361

Center Point Approximation [11] 0.3390 ± 0.2390 0.0004 ± 0.0002

Linearized Probability [3] 0.4314 ± 0.1630 0.0016 ± 0.0008

Rectangular Bounding Box [12] 0.3224 ± 0.1547 0.0035 ± 0.0011

Sphere Approximation [21] 0.4928 ± 0.1885 0.0066 ± 0.0019

Markov’s Inequality [13] 0.5479 ±0.7966 0.0013 ± 0.0003

Ours-Approximate (n = 10) 0.1799 ± 0.1925 0.0018 ± 0.0010

Ours-Approximate (n = 200) 0.1372 ± 0.1432 0.0201 ± 0.0065

Ours - Exact 0.1257 ±0.1364 0.0063 ± 0.0032

TABLE II
BENCHMARK STATISTICS ON ONE HORIZON PLANNING

Scenes Proposed Zhu Kamel Blackmore Castillo

I
Obj 1.00 1.03 1.22 1.05 1.09

Time 1.00 0.83 0.52 119.26 0.46
Risk 0.4001 0.0530 0 0.0314 0.0037

II
Obj 1.00 2.03 2.41 1.69 2.65

Time 1.00 0.31 0.27 6246.49 0.22
Risk 0.0107 0.0038 0 0 0

significant amount of time for sampling. On the other hand,
our approximation method with a low number of quadrature
points (n = 10) can provide a good result in a short
amount of time, but further efforts are required to enhance
its accuracy to match that of the exact method. Thus, the
method is adopted to check motion primitives to provide a
reference trajectory for optimization.

The iterative trajectory optimization algorithm is tested in
two one-horizon planning scenes. A robot of single mass
point starts from the origin and is expected to reach the
goal at [10, 0]. All the obstacles are within a bounding
box of size [1, 0.5]. In the first scene, there is only one
obstacle with mean position p = [5,−0.3] and covariance
Σ = diag(0.5, 0.3). The second scene has two obstacles
and the mean positions and covariances are p1 = [5,−2],
p2 = [5, 1] , Σ1 = diag(0.4, 0.07), Σ2 = diag(0.4, 0.07),
respectively. We set a planning horizon of 8 seconds with
N = 40 steps. The prescribed collision risk is 0.4 for scene
I and 0.01 for scene II. As shown in Figure 4 and Table
II, our iterative trajectory optimization method achieves the
least conservative results compared to all the other methods
in scene I. In scene II, only our method can go through
the narrow gap and all the other methods fall into the
local minima except [1]. Although the method [1] can find
the global optimal solution, but its use of the linearized
collision probability leads to an overly conservative solution.
All these methods are implemented in Matlab using CasADi
framework [25]. Our method iterates three times for scene
I while spending a comparable time to [3]. In scene II, our
method iterates two times and the methods [1], [5], [16] early
exit because of reaching local minima.

https://github.com/Acmece/IROS2023_Com


V. UAV MOTION PLANNING

In this section, we implement the motion motion plan-
ning framework (1) in the Model Predictive Control (MPC)
fashion for a quadrotor and conduct experiments in both
simulation and real world.

A. Robot model

We consider the dynamics model with accurate control
of Euler angles, which assumes that its rate can accurately
track the desired command. The system state is x =
[p,v, ϕ, θ, ψ]T ∈ X ⊂ Rnx , where p = [px, py, pz]

T
,v =

[vx, vy, vz]
T ∈ R3 denotes the position and velocity of the

quadrotor. ϕ, θ, ψ ∈ R are the roll, pitch and yaw angles. The
control input is u =

î
ϕ̇c, θ̇c, ψ̇c, fc

óT
∈ U ⊂ Rnu in which

ϕ̇c, θ̇c, ψ̇c ∈ R are the command rates of the Euler angles,
fc ∈ R is the total thrust command of the quadrotor in the
body frame. We model the quadrotor dynamics as follows:

ṗ = v

ϕ̇ = ϕ̇c, θ̇ = θ̇c,

v̇ =
1

m

Ñ
R

 0
0
fc

é−

 0
0
g

 , (17)

where R ∈ R3×3 is the rotation matrix parameterized by
the Euler angles, g ∈ R is the magnitude of gravitational
acceleration, and m ∈ R is the mass of the quadrotor. The
discrete dynamics in (1a) is obtained through 4-th order
Runge-Kutta integration of (17).

B. Dynamic Obstacle Model

The constant velocity model is used for dynamic obstacle
prediction because it outperforms most other models in many
aspects [26]. Thus, defining the obstacle state as yi

t =î
qi
t,v

i
t, ϕ

i
t, θ

i
t, ψ

i
t, ϕ̇

i
t, θ̇

i
t, ψ̇

i
t

ó
, the constant velocity model is

given by:
q̇i = R

(
ϕi, θi, ψi

)
vi,

v̇i = 0, ϕ̈i = θ̈i = ψ̈i = 0,
(18)

where qi is the position, ϕi, θi, ψi are the roll pitch and yaw
angles respectively, and vi is the velocity in the body frame.
The discrete dynamics gi(yi

t) in (1b) is obtained by Euler
integration of (18).

C. Uncertainty Propagation

To evaluate the chance constraint (1f), the uncertainty
covariances of the states in (1a), (1b) and the FRS in (1c)
need to be propagated over time. For the uncertainty of the
robot and obstacle states, since in our case the planning
horizon is short, we propagate the covariances using an EKF-
like update to achieve real time performance:

Σx,t+1 = Fx,tΣx,t(Fx,t)
T +Wt,

Σi
y,t+1 = F i

y,tΣ
i
y,t(F

i
y,t)

T + Vt,
(19)

where Fx,t = ∂f
∂xt

∣∣∣
x̂t,ut

and F i
y,t = ∂g

∂yi
t

∣∣∣
ŷi
t

. For the

uncertainty results from external disturbances, we use [8]
to calculate the FRS in a representation of ellipsoid Qd.

D. Cost Function

We define the cost function as:

J =
∥∥∥pN − pref

N

∥∥∥
lNp

+

N−1∑
t=1

∥∥∥pt − pref
t

∥∥∥
lp

+

N∑
t=1

∥ut−1∥lu +

N−1∑
t=1

+ ∥ut − ut−1∥l∆u

(20)

where lNp , lp, lu, l∆u are norm-related weighting matrixes,
and pref is the position obtained from the reference tra-
jectory. The reference trajectory is generated using a kino-
dynamic hybrid-state A* algorithm proposed in [27], which
samples in the control space to generate motion primitives.
We assess the risk of these primitives using the approxima-
tion method proposed in Section IV-A. The cost function
(20) is designed to penalize the trajectory for tracking
performance, energy efficiency, and smoothness.

E. Collision Free Constraint

For the static structure-related collision-free constraint in
(1e), we construct the flight corridor, a list of connected
convex polyhedrons, using the method presented in [28].
The flight corridor indicates the collision free region and
we always constrain the FRS-augmented robot shape Qa =
Qx ⊞ Qd within it to ensure safety under bounded distur-
bance. Specifically, we denote Qa at time t as Qa,t and
then assign a polyhedron {Ap ≤ b} to constrain it, with
A ∈ Rn×3,b ∈ Rn. Then, the point on the ellipsoid Qa,t,
with the minimum signed distance to the i-th plane of the
polyhedron, is

zit = pt +
Qa,tAi∥∥∥Q1/2
a,t Ai

∥∥∥ . (21)

We achieve the collision-free constraint in (1e) by enforc-
ing all such points zit to locate within their corresponding
polyhedrons:

Azit ≤ b ⇔ Apt +
∥∥∥Q1/2

a,t A
∥∥∥ < b. (22)

F. Chance Constraint

The chance constraint, as defined in equation (1f), is
designed to maintain the probability of collision below a
user-specified threshold over a forthcoming time horizon.
We use our proposed method in Section IV-B to iteratively
reach the tight chance constraint (4). Since the robot shape
is augmented with the FRS Qd, the collision region now
becomes Qc = Qx ⊞ Qo ⊞ Qd. For real-time planning, we
limit the iterative optimization time to a prescribed value.
Additionally, we set ∆t = ∆ in Algorithm 1 and solve it in
the first iteration, so that the worst case result is that we reach
the optimized trajectory with linearized collision probability.

G. Simulation Experiment

The experiments are conducted in two scenarios: crowd
navigation (CN) and factory patrolling (FP), as shown in
Figure 6. In the first scenario, the robot navigates in a
20 × 10m environment populated with 20 humans. In



TABLE III
COMPARISON OF MOTION PLANNING FRAMEWORK

Scenarios Succ R (%) Mis T (s) Risk Comp T (ms)

CN
Ours 96 22.5 0.18 52.7
[30] 90 26.2 0.016 43.4
[17] 78 27.1 3.5 8.3

FP
Ours 99 15.7 0.15 45.5
[30] 92 23.8 0.004 38.6
[17] 85 13.9 2.6 9.1

the second scenario, the robot travels in a 20 × 12m
environment with factory-like static structure and 12 ran-
domly walking humans. All humans are driven by the
social force model3 with randomly generated goals in the
space and an update rate of 50Hz. The mission of robot
is to move back and forth between the two corners on
the diagonal. The noise on the position of robot and hu-
mans is set to Σp = diag(0.05, 0.05, 0.05)m2 and Σq =
diag(0.05, 0.05, 0)m2, respectively. The velocity uncertainty
is considered as diag(0.03, 0.03, 0.03)m2/s2 and Σp =
diag(0.03, 0.03, 0)m2/s2. The shapes of robot and human
are modeled as ellipsoids with semi-axis [0.22, 0.22, 0.1]m
and [0.3, 0.3, 0.875]m, respectively. For our planning frame-
work, we select a planning horizon of 1 s with 20 steps
and the obstacles within a 5-meter radius of the robot are
taken into consideration. The prescribed trajectory risk is 0.2
with uniform allocation strategy ∆t = 0.2/20 = 0.01. The
bounded disturbance on the external force is 0.3mg. The
limit of the trajectory optimization time is 45ms and the
maximum speed of the robot and humans is 2m/s. We use
the code generation engine FORCES Pro [29] to generate
our optimization solver and implement our motion planning
framework in C++ 11. The simulations are run on a laptop
with Intel i7-9750H CPU.

We compared our work with [30] and [17], which can
handle the static environment with dynamic obstacles. Each
method runs for two hours in the two scenarios and the
average performance on success rate, mission completion
time, trajectory risk and computation time is compared. The
planning is regarded as failure whenever the robot collides
with moving humans. The trajectory and computation time is
only calculated when there exist humans in the planning hori-
zon. From the Table III , we can conclude that the proposed
planning framework is more reliable and less conservative.
Compared to [17], our method has a longer computation time
but still meets the real-time planning requirement.

H. Real-world Experiment

As illustrated in Figure 1, the robot is faced with an
unintentionally aggressive human walking in its vicinity,
along with the wind disturbance from a nearby fan. The
robot is ordered to hover in a fixed position and respond
appropriately when the human is at risk of colliding with it.
To track the movements of both the robot and the human,

3https://github.com/srl-freiburg/pedsim ros

Fig. 5. The breakdown of the computation time for the proposed motion
planning framework.

a motion capture system is employed to capture their poses,
which are then processed by the EKF algorithm with the
models (17) and (18). The human’s position and velocity
uncertainty are set to Σq = diag(0.10, 0.10, 0),m2 and
Σq = diag(0.10, 0.10, 0),m2/s2, respectively. The allocated
collision probability for each step is set to the value of 0.03.
Furthermore, to account for the impact of wind, an external
force of 1.5mg is set in the planning parameters. All the
other parameters are the same as those described in Section
V-G. The MPC is running on the onboard computer Orin NX,
and the breakdown of the computation time is displayed in
Figure 5. As shown in the accompanying video, our planner
can reliably operate in highly uncertain environments with
real-time performance.

VI. CONCLUSION

This paper proposed a reliable motion planning framework
for UAVs operating in highly uncertain environments with
dynamic obstacles and external disturbances. To enhance
the efficiency of the planned trajectory, we proposed a tight
upper bound for collision probability and evaluated it using
both exact and approximate methods. Future research direc-
tions include integrating our visibility planning algorithm
[31] to reduce localization uncertainty and developing a
robust planning framework that can effectively handle the
challenges of complex environments.
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