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Abstract
The processing of quantum information always has a cost in terms of physi-
cal resources such as energy or time. Determining the resource requirements is
not only an indispensable step in the design of practical devices—the resources
need to be actually provided—but may also yield fundamental constraints on
the class of processes that are physically possible. Here we study how much
energy is required to implement a desired unitary gate on a quantum system
with a non-trivial energy spectrum. We derive a general lower bound on the
energy requirement, extending the main result of Chiribella et al (2021 Phys.
Rev. X 11 021014) from finite dimensional systems to systems with unbounded
Hamiltonians. Such an extension has immediate applications in quantum infor-
mation processing with optical systems, and allows us to provide bounds on the
energy requirement of continuous variable quantum gates, such as displacement
and squeezing gates.
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1. Introduction

Determining the resource requirement of quantum information processing is pivotal for its
implementation. For this purpose, a wide range of quantum resource theories [2] have been
proposed and studied extensively, including coherence [3, 4], entanglement [5, 6], (a)symmetry
[7-10], work [11-13], and energy [1, 14—16]. In reference [1], the in-principle energy require-
ment for a basic quantum information processing task, implementing a unitary gate on a finite
dimensional system, has been determined. Specifically, consider a unitary operation I/ on a
system with Hamiltonian Hg that one would like to implement with an error at most €. Then
any implementation requires a battery (i.e. an auxiliary system serving as an energy supply),
whose average energy (Hg) is lower bounded as

(AEQU) + AEU ™))
2VellHs

up to an error term that scales as /e. Here ||Hs|| denotes the operator norm of Hg (as a con-
vention, in this article we set the ground state’s energy to zero), U —1 denotes the inverse of I/,
and AE(U) is the maximal gap between the input state energy and the corresponding output
state energy of the unitary gate I/, which captures the energy gain of the unitary.

For finite dimensional systems, the bound (1) is achievable up to a constant (dimension-
independent) factor, and it quantifies the minimum amount of energy resource needed by
any concrete implementation. However, the bound does not work when the system has an
unbounded Hamiltonian, in which case there are at least two obvious issues with equation (1).
First, for many common unitary gates acting on a quantum system with unbounded Hs, the
energy gain AE(U) depends on the energy of the input state, and larger input energies may thus
correspond to larger energy gains. In these cases, AE(U/) can be infinite. For example, sending
a coherent state |«) through a displacement gate with displacement /3, the output state is the
coherent state | + /3) (up to an irrelevant global phase), and the energy gainis |3 + a|* — |a/?
that tends to infinity as |a| — co. In this case, the bound (1) holds trivially (since the energy
requirement for implementing the given gate on all possible states may indeed be infinite).
However, it does not take into account that in many realistic scenarios the goal is not to imple-
ment a gate on every possible state, but rather on states satisfying a bound on the expectation
value of the energy. Another trickier issue is that ||Hs|| = +oco for unbounded Hamiltonians,
which trivialises the bound. Due to these issues, the existing bound (1) does not capture the
energy requirement of gates that are common in quantum optics, including displacement [17],
squeezing [18], and other non-linear operations.

In this article, we resolve both issues, obtaining the energy requirement for quantum proces-
sors acting on energy-unbounded systems. We circumvent the first issue (unbounded energy
gain) by incorporating energy-constrained figures of merit as well as energy constraints on the
processors [19-23] into our framework. Under the energy-constrained scenario, the quantity
AE(U) in the previous bound (1) is replaced by a new term that depends on the input energy.
Furthermore, we tackle the second issue (infinite norm of the Hamiltonian) by proposing an
energy threshold method. By overcoming these two issues, our result extends the scope of refer-
ence [1] to a large class of continuous variable systems, with applications in quantum photonics
as well as potential applications in fundamental physics (see section 5 for more details).

The remaining part of the article is structured as follows. In section 2, we introduce the
basic notions as well as tools required for quantum information processing under energy con-
straints. In section 3, we derive the energy requirement for implementing unitary gates on
systems with unbounded Hamiltonians. In section 4, we show how our new bound can be used

(Hg) > ey
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to retrieve the main result of reference [1], and we discuss applications to continuous-variable
systems. Finally, in section 5, we conclude the article with an overview of potential long-term
applications and generalisations of our result.

2. Preliminaries

2.1. Basic notation

In this article, we use the following notations. For a matrix A, positive-semidefiniteness is
indicated by A > 0. We denote by H a Hilbert space and by St(#) the set of density operators
on H. For a pure state |¢)), we adopt the notation v := |))(¢)| for its density operator. Each
system is associated with a Hamiltonian, denoted by H (possibly with a subscript S/B for the
Hamiltonian of the system/battery, i.e. Hs/Hp). Here we assume H to be grounded and discrete,
ie. H=7>) " eulen) (e, with ey < ey < e, < ---. For simplicity, we assume without loss of
generality g > 0. Fixing any system and its Hamiltonian, we write P, ==}, |e)(e| for the
projection into its energy eigenspace with an energy threshold ¢'. For a quantum state p on H,
we denote by E(p) :=tr[pH] its energy.

A generic quantum process can be described by a completely-positive trace-preserving lin-
ear map from an input Hilbert space to a (possibly different) output Hilbert space, named a
quantum channel. Quantum channels that preserve the distance between quantum states are
called isometries. An isometry whose input and output spaces have the same dimension is
called a unitary channel (or a unitary gate, or even just a unitary, for short). A unitary U acts
on an input via the relation /(-) = U(-)U" for a unitary matrix U. Its inverse, denoted by /!,
then follows the relation 4~ '(-) = UT(")U.

2.2. Energy-constrained metrics

The similarity of two quantum channels A and B acting upon the same system # can be tested
by sending a probe state ¥ € St(Hz ® H) (entangled to a reference register R with Hg ~ H)
through the implementation and comparing the fidelity between the output state and the desired
output:

Fy(A,B):=F((Zp @ A)(P), (Zr ® B)(V)), @)

where F(p, o) = (tr \/ \/ﬁa\/ﬁ)z is the quantum state fidelity. The similarity is evaluated via
the channel fidelity, which equals the infimum of Fy over all possible probe states.

For quantum channels acting on energy-unbounded systems, however, the conventional
channel fidelity is ill-defined. For example, Winter [19] pointed out that the (unconstrained)
channel fidelity between any two quantum attenuators is always zero and thus fails to capture
their true similarity.

To address this issue, we adopt the energy-constrained fidelity [20] as a figure of merit:

E — :
F*(A,B) = %Stl(ngww Fg(A, B) 3)
1rU(IgoH)<E
with Fig given by equation (2). Following the same idea, the diamond norm [24] can be gener-
alised to the energy-constrained worst-case error, introduced by Pirandola et al. [23], Shirokov
[20] and Winter [19]:

1
DE(A,B):=  sup 3 1 Zx @ (A — B)(W)||; 4)
WeSt(HR®H)
trU(IgoH)<E
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forany E € R,. Here || - ||; denotes the trace norm (one-norm). When there are multiple input
systems H; ® - - - ® Hy, it is often useful to put a constraint on the input energy of each indi-
vidual subsystem rather than on the total input energy. For this purpose, the notion of energy-
constrained worst-case error can be readily extended (and similarly for the energy-constrained
fidelity) [21]:

1
DEED(A B) = sup 511Zr @ (A = B)(W)||s )
VeSt(HpaH @ 0Hy) 2
tr\I/H,-gE,- Vi

H; = (Ig21®---H;---®I})

for any (Ey,...,Ey) € ]R’;. The Fuchs—van der Graaf inequality [25] can be extended to its
energy-constrained version as:

1 — \/FE(A,B) < DE(A, B) < /1 — FE(A, B). (6)

In this way, the energy-constrained fidelity and the energy constrained diamond norm are
related. High fidelity always implies low error and vice versa.

2.3. Energy requirement of a unitary gate

Here we define the task under consideration in this article, i.e. the physical implementation
(implementation, in short) of a given unitary using auxiliary systems and interactions that
preserve the total energy. Consider a unitary gate () := U(-)U" acting on a system Hs with
grounded (but potentially unbounded) discrete Hamiltonian Hs. The goal is to determine the
energy requirement for the unitary U/, i.e. how much energy is needed for its implementation.
For the latter, we consider a model that features an explicit battery system B, which is ini-
tialised to a fixed state 5. The battery provides or absorbs the energy consumed or released by
the implementation. To ensure that no other energy is introduced into the system, we demand
that the time evolution V(-) := V(-)VT of the implementation conserves the total energy of the
system and battery ([V, Hs + Hg] = 0). We remark that explicit examples of such a time evo-
lution V for implementing a generic unitary U can be found in references [10, 15, 26, 27], and
an explicit form of the battery state for the case of ||Hs|| < oo is given in [1, section IV].

We now demand that the evolution that V induces on the system approximates the desired
gate U:

Definition 1 ((E, ¢)-ideal implementation). An implementation (), ) is said to be
(E, €)-ideal for some € > 0if FEU, trg o V(- ® B)) > | — €.

With these notions, the energy requirement of a unitary I/ can be characterised by a lower
bound on E(3) of every (E, €)-ideal implementation of it, formulated in terms of E, €, and other
properties of /. A relevant property is the energy constraint function that will be introduced
next.

2.4. Energy-constrained quantum channels

In the last part of this section, we introduce the notion of energy constraint function and deter-
mine the family of unitary gates whose energy requirement is under consideration. The energy
requirement for a unitary that adds an arbitrarily large amount of energy to an input state with

4
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bounded energy is obviously infinite. Therefore, to make the setting meaningful, we consider
energy constrained unitaries defined as follows:

Definition 2 (Energy-constrained unitary gates). A unitary quantum channel U
acting on H is energy-constrained with an energy constraint function f : R, — R, if

EWU(p) < f(E(p) @)

holds for every p € St(H).

The physical meaning of the energy constraint function f(E) is the maximum output energy
when the input energy is constrained to E. For example, in quantum optics it is common that
channels are energy-constrained with linear constraint functions f(E) = aE + b for some con-
stants a and b. Note that, by definition, f(E) is non-decreasing. More properties of the energy
constraint function can be found in the literature [19, 21].

3. Energy requirement of energy-limited unitary gates

3.1. Battery recycling lemma

In this subsection, we introduce a series of tools that will later be used to derive the energy
requirement. The first tool is the battery recycling lemma, originally derived in [1] and extended
to the unbounded Hamiltonian case in [21]. Compared to the battery recycling lemma in [21],
the version provided here is slightly more general, in that it includes unitary gates with generic
energy constraint functions rather than assuming them to be linear.

Intuitively, the lemma states that the battery state 3 of any (E, €)-implementation of a unitary
gate U can be recycled for up to O(1/1/€) times:

Lemma 1 (Battery recycling; an energy-constrained version). Let (V,[5) be an
(E, e)-ideal physical implementation of a unitary U. Suppose its inverse U~" has an energy
constraint function g(E). Then, there exists an energy non-increasing circuit N : ’H?zm ®
Hp — Hg™™ (consisting of multiple uses of V, V' and trg) such that

D(E 44444 E) (N‘(. ® B)’ (u ®U—l)®m> < me/ (8)
for any m, where ¢ = (1 + %) V€ and the energy constraints on all 2m input systems are

equal to E.

Note that A/ in the lemma is energy non-increasing, meaning that E(N(p)) < E(p) for any
p. The content of the above lemma is slightly different from [21, lemma 11], in that the energy
constraint function is allowed to be general, and the channel A emulates m uses of U @ U ™!
rather than . The proof, however, can be derived in a similar way. For completeness of pre-
sentation, we provide the proof in appendix A. When ||Hs|| < oo, the energy requirement
can be obtained from the following argument: (i) the battery recycling lemma implies that
the battery can be recycled to provide energy for up to O(1/1/€) uses of Y @ U~ up to a
constant O(1) error. Hence, the energy content of the battery has to be O(1/+/€), up to a cor-
rection term due to the error of approximation. (ii) Then, using the Lipschitz continuity relation
|E(p) — E(0)| < ||Hs|| - ||p — ol|1 between the distance between two arbitrary quantum states
(p, o) and their energy difference, we can upper bound the correction term and show that the
energy requirement is indeed still O(1/+/€).



J. Phys. A: Math. Theor. 55 (2022) 494003 Y Yang et al

The argument sketched in the previous paragraph is at the basis of the bound (1) in reference
[1]. This approach, however, does not work for unbounded Hamiltonians. When ||Hs|| = oc.
There is no such continuity relation as required by step (ii). Consider, as a simple example, a
Harmonic oscillator with Hs = ), ; khw|k) (k| (with w > 0 being a constant) and two quan-
tum states py = [0)(0| and p; = L[n)(n| + (1 — 1)|0)(0] respectively. It is obvious that the
energy difference E(p;) — E(p,) = fw does not depend on the closeness (1/2)|/po — p1 |l = 1
of the two states, which can be made arbitrarily small by increasing n.

When ||Hs|| = oo, to obtain an upper bound on the aforementioned correction term of the
energy, we need a new upper bound on the minimum energy of any state that is within a
fixed distance to a certain state p. To this aim, we shall apply the following semidefinite pro-
gram (SDP), which can be derived via first expressing the trace distance constraint in the SDP
form [28, chapter 1] and then applying duality. Compared to the existing Lipschitz continuity
method, it offers a more accurate bound on the fluctuation of E due to any disturbance to a
state.

Lemma 2 (Minimum energy SDP). Let p € St(H) be a quantum state and denote by
H the Hamiltonian of the system H. The minimum energy achievable by states within the
e-neighbourhood of p, Eninc(p) = minﬂeSt(H):%Ha_pulng(U), is given by the following SDP
(and its dual):

Erine(p) = minimise tr(AH)
AX.Y

1
subjectto A >0 trA=1 E(trX +trY) < 2e

(X —(p—A)>>O
—(p—A) Y -

= maximise trp (E(M +MT) -y I) —z-2¢
oM 2

©)

(10)
subjectto z>0 MM <I %(M+MT) —y.I<H.

An immediate observation is that, in equation (10), choosing a configuration of the param-
eters (z,y,M) yields a lower bound of Eni,.(p). As an obvious example, we can always
choose z, y, and M so that %(M +MH — y-I < H is saturated, which yields a lower bound
Enmine(p) = E(p) — 2z - €. For finite systems, we can choose z = ||H|| to get an effective
bound Epin(p) > E(p) — 2¢||H||. However, this bound becomes trivial for unbounded H. For
unbounded H, we pick an energy threshold ¢ > 0 and define the corresponding truncated
Hamiltonian Hyne = PsHPz, where P; is the projector onto the direct sum of all energy
eigenspaces with energy upper bounded by e. Then, by choosing (M + M")/2 = Hyyne/e,z =
and y = 0 in equation (10), and defining the truncated energy to be

E(p, @) = tr(PsHPsp), (1)
we get:
Corollary 1. For any energy threshold e > 0, we have

Enine(p) > E(p, @) — 2¢ - 2. 12)

Remark 1. As a sanity check, let us apply corollary 1 to the state p; = L|n)(n|+
(1 — 1)|0)(0] of a harmonic oscillator with Hs = Y-, nfiw|n)(n|. If the energy threshold
is higher than nhw, the energy is not truncated and the bound at best (e = nhw) reads

6
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Enine(py) = hw(l — 2en). If the energy threshold is lower than nhw, the energy of the trun-
cated state is equal to 0 and the bound becomes trivial. In both cases, the bound is non-positive
if we choose € = %, which does not contradict with the fact that there exists another state
po = |0){0] that is d-close but with zero energy.

3.2. Energy requirement for implementing unitary gates

With all these preparations, we can now derive our main results on the energy requirement of
implementing an arbitrary unitary that acts on a system with a potentially unbounded Hamil-
tonian. First, we present it in the most general form (theorem 1) and then reduce it to an
easier-to-use version (theorem 2).

Theorem 1 (Energy requirement for implementing unitary gates). Consider any
(E, €)-ideal physical implementation (V, 5) of a unitary U that acts on a system with a discrete
Hamiltonian Hs bounded from below. For any m € N, any energy threshold @™, and any
Pm € St(HS?™) with tr(pH,) < E (Hy = I; @ (H)y is the Hamiltonian of the kth subsystem) for
any 1 < k < 2m, the following inequality holds:

EB) = EU@U Y (p),e™) = 2m - E — 2me’ - ™, 13)

where E(p,e"™) is the truncated energy (11) and ¢ := (1 + g(E)/E)\/€ with g(E) being the
energy constraint function of U™".

The new bound (13), compared with [1, equation (1)], is characteristic of an additional
parameter e, which controls the energy cut-off. This manifests the key difference between
the energy bounded and unbounded cases, as the role of 2" is to address the issue of infinite
||Hs||. We remark that ", by definition, is a manually set variable independent of the system
and the unitary to implement. In practice, nevertheless, we can often find an optimal cut-off
that depends on the unitary to implement via simple algorithms (see section 4).

Proof of theorem 1. For any m € N, consider any state p,, € St(Hs>") with bounded
energy on every subsystem: tr(pH,) < E for any 1 < k < 2m. Applying lemma 1, we know
that there exists an energy non-increasing circuit /' that emulates m uses of Y @ U~! on p,,.
Since the network  is energy non-increasing, the energy of the output state is bounded by the
input energy, namely that

E(pou) < E(pm @ B) = E(pm) + E(B). (14)

Meanwhile, since the energy of p,, is properly bounded, we can apply lemma 1, and thus the
output state is (me')-close to U @ U~")*"(p,,), which implies that

E(poul) 2 Emin,mf’ ((u ® U_l)®m(0m)) . (15)

Further applying corollary 1 and combining with equation (14) and E(p,,) < 2m - E (by
definition), we get equation (13). U

In principle, we can choose p,, to be an entangled state to maximise the bound. In prac-
tice, nevertheless, it is often convenient to pick a tensor-power form p,, = p“™ for some
pE St(?-lgm). If there exists an energy threshold e of the bipartite Hamiltonian Hs ® I + [ @ Hg
such that E ((U QU NYp), E) > E(p), then the general bound (13) can be reduced to

7
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EB)=m- (E(USU "Yp).e) — E(p) — 2me -2). (16)

Taking the maximum over m € N, we obtain the following specialised version of our main
result:

Theorem 2. Consider any (E, €)-ideal physical implementation (V, ) of a unitary U that
acts on a system with a discrete Hamiltonian Hs bounded from below. For any energy threshold
¢ of the bipartite Hamiltonian Hs ® I + I ® Hs such that E ((Ll QU (p), E) > E(p) for some
p with E(p) < E, the energy requirement satisfies the following bound.:

E(UoUNp),e) —E) e
£ > E@E 2 )~ F) - (17

Here € := (1 + g(E)/E)\/c with g(E) being the energy constraint function of U~".

4. Applications of the energy requirement

4.1. Systems with bounded Hamiltonian

As the first example, we show how to retrieve the main result of reference [1] on the
energy requirement for energy-bounded systems. When ||Hs|| < oo, a legitimate truncation on
Hs ® Hs is the trivial one e = 2||Hs|| that keeps the Hamiltonian Hs @ I + I @ Hg untouched,
which yields E (U @ U~")(p), 2||Hs||) = E (U @ U~")(p)). Substituting into theorem 2, we
get the following:

Corollary 2 (Energy requirement in the bounded Hamiltonian case). The energy
requirement of physically implementing a unitary U (with the energy constraint fidelity
FE >1—¢€)is bounded as:

(AEY

E > — —
RS TR

¢ || Hs]|- (18)

Here AE:=max, E (U @U")(p)) — E(p) and € :=(1 + g(E)/E)\/e with g(E) being the
energy constraint function of U ~.

Consider a generic bounded system Hamiltonian Hg whose ground state energy is, without
loss of generality, zero. Since the system has bounded energy, we can further waive the input
energy constraint by letting £ = ||Hs||. Then, since g(E) < ||Hs|| we have € < 24/e. Moreover,
we have AE = max, tr (AyHs ® I +1® AyiHs) pwith AyHs := U'HsU — Hs is the change
of Hg upon the action of /. Observing that A; Hs has the same spectrum as —AyHs, we
choose p = ¥, ® 1,, where ¥, (1,) is the eigenstate of AyHg corresponding to the maximal
(minimal) eigenvalue A,y (AyHs)(Amin(AyHs)). Therefore, corollary 2 implies

- )\min)(AUHS)]Z

[(Amax
EB) >
® NG

— 2+/e||Hsl, (19)

matching the main result (equation (1)) of reference [1].

8
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4.2. Displacement

One major area of application for our new bound is quantum optics. As a working example,
here we consider a Harmonic oscillator with Hamiltonian Hs = Y"° ((n + 1)fiw|n)(n|, where
{|n)} is the photon (excitation) number basis. For simplicity, we follow the dimensionless
convention and set /iw = 1. The unitary gate we consider is the displacement operator, one of
the most fundamental building blocks of quantum optical circuits [17].

First, we determine the energy constraint function for a single-mode displacement oper-
ator D(z) where z € C is the displacement parameter. The Hamiltonian of the harmonic
oscillator under consideration can be expressed as Hs = (aa' + a'a)/2 = (X*> + P?)/2, where
a(a') is the creation (annihilation) operator and X(P) is the position (momentum) opera-
tor. D(2)'HsD(z) = Hs + V2(X R(z) + PJ(2)) + |z|>, where % (J) denotes the real (imag-
inary) part of a complex number, and we used the properties D()XD(z) = X + \/Eﬂ%(z)
and D(z)!PD(z) = P + /2 3(z). Further using the Schwarz inequality (X 93(z) + PJ(z)) <

(X)2 4 (P)2 - |z| < \/2(Hs) - |z, we get (D(z)!HsD(z)) < (v/(Hs) + |z|)?, and a legitimate
energy constraint function is thus

2
fuscB) = (VE+12] ) < 2B+ |2, 0)

Note that, since D(z)! = D(—z), the energy constraint function of D(z) ! is also fy;s.(E).
Choose the input state to be a coherent state |\/E — 1e/"2@) @ [ /E — 1el#2-2) which

has energy E on both modes. Sending it through D(z) ® D(z)~ ' yields [{/E — Je'*2@ + 2) ®

| — (/E — $¢1%@ + 2)). To obtain an energy requirement, we apply theorem 2 with some
energy threshold 2e > 0. Then the truncated output energy satisfies
, E) . 2n

— (1 1
Eoy > 2E <‘ E — Eelarg(z) + Z> < E — Ee”‘rg(z) 1z

Since the energy distribution of the output state is Poisson, the truncated output energy
can be bounded using the tail property of Poisson distributions. Defining v := (E + |z|* +

2|z[\/E — $)/E > 1 to be the ratio between the output energy and the input energy, the
truncated average energy can be bounded as

o E)" 1\ ,—vE
P2y, W) @2)
ngE—% '
> 2WE (wEye™* 23
=z VL - Z T ( )
ngéf%

Substituting into theorem 2 and noticing that g(E)/E < 2v, we obtain the energy requirement
. . . _ no—VE

of implementing a displacement D(z): define Eyes := {e 7 Zn <} % > 1} to be

the set of legitimate e. For any (E, €)-ideal implementation, the energy of the battery is lower

9
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—————— reference line 0.190/Ve
200 104
175
. 150 €
é é 10%
2125 £
S S
g g
100
o 102
5 5
50
25 10'
1 2 3 4 5 10-° 1077 105 108
input energy constraint error threshold
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Figure 1. The energy requirement for a displacement D(z) (z = 1). (a) Shows the energy
requirement (24) as a function of the input energy constraint £, whereas the error thresh-
old is fixed to be € = 107°. (The unit of the energy constraint is 7iw.) It can be seen that
the energy requirement increases with E, as the amount of energy that the displacement
could generate also grows with E. (b) Shows the log-scale plot of the energy requirement
(24) as a function of the error threshold €, whereas the input energy constraint is fixed to
be E = 4. It can be seen that the energy requirement fits the 1/1/e scaling except in the
large € region.

bounded as:

2
E? (VE)'e VE (1+2v)\/e-e
EB) > e Whye — _q) U revere
B) > max S avee | Y 2 2

-3

n<e—3
(24)

In figure 1, the energy requirement for a displacement gate with displacement z = 1 is plot-
ted against the input energy constraint £ and the error threshold e. From figure 1(a), we can
see that the energy requirement indeed grows as the allowed input energy grows, since more
energy has to be pumped into the battery to compensate the E-dependent energy generation.
The plot suggests a sub-linear trend of the energy requirement growth. On the other hand, in
figure 1(b) the energy requirement is plotted as a function of the error threshold e. We can see
that the energy requirement is well-fitted by the curve 0.190/4/€ in the small € region. The
same phenomenon has been observed in the case of bounded Hamiltonians [1].

At last, we discuss the behavior of the bound in the vanishing error regime, i.e. € < 1. In
this case, it is enough to choose the threshold e to grow (relatively slowly) with 1 /e. Following
this intuition, we choose € = E - In(1/¢). Then, there exists an ¢y > 0 such that, when € < ¢,

n,—vE . . . .
we have ) <3 % > ”z—tl Substituting into equation (24), we get

E(B) >

E { =1  (+20)eln(1/e)’
In(1/e)y/e | 9(1 +2v) 2

where €p is a small enough positive constant. We can see that the energy requirement
approximately achieves the same scaling (i.e. 1/4/€) as in the bounded Hamiltonian case [1].

} fore < ey, (25)

10
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4.3. One-mode squeezing

Here we consider another fundamental unitary operation acting on a single harmonic oscillator:
the single-mode squeezing operator [18]. The squeezing operator can generate entanglement
between photons, enhancing the precision in the detection of extremely weak signals such as
gravitational waves [29].

Again, we first determine the energy constraint function for a single-mode squeezing oper-
ator S(&§) where ¢ is the squeezing parameter. For simplicity, we assume £ > 0 to be a positive
real number. S(§) acts on the creation and annihilation operators as ST(§ YaS(€) = acoshé — af
sinh € and ST(€)a'S(€) = af cosh & — asinh &. Therefore, the squeezing operator acts upon the
Hamiltonian Hs = (a'a + aa")/2 of a harmonic oscillator as ST(§)HsS(§) = cosh(2&)Hs — §
sinh(2¢)((a")? + a?). Since <%((ch[)2 +a®)) = (Hs) — (P?) > —(Hs), the output energy can be
bounded as (ST(£)HsS(€)) < (cosh(€) + sinh(€))*(Hs) = ¢*(Hs), and thus a legitimate energy
constraint function is

frqe(E) = e*E. (26)

Note that, since S(&)! = S(—¢), the energy constraint function of S(¢)~! is also Ssqe(E).
Therefore, we have € = (1 + ¢*)4/€ in theorem 2.

For one-mode squeezing, we try different forms of input states and compare the obtained
energy requirement bounds. First, we choose the input state to be a number state || E — 1 |)®2,
which has energy |E — 1] + 1 on both modes where |- | denotes the floor function. Sending it
through S(€) ® S(€)~! yields two squeezed number states, whose photon number distribution

is [30]

1
Psn,{,E(n) = |<n‘S(£)‘l>‘2 for I = I.E - EJ (27)
vl tanh & = (n—Dm
<n|S(£)|l> = (COSh f)"'H/z ( 2 ) COSZT X S(ga la n) (28)
% _1ynm—1 o 2m
s =y @ _sinh©) (29)

ml(n — 2m)![m + (I — n)/2]!"

—_n=l
m="3

Alternatively, we choose the input state on each single mode to be a coherent state of energy
E with phase 7. Sending it through S(&) (and S(§ )~! as well) yields a squeezed coherent states,
whose photon number distribution is

2

00 E— 1\m 7(E77)
Pocr(m) =Y <n|S<£)|m>\/ ( Z)mf : (30)

m=0

At last, we can also choose the input state to be a single-mode squeezed state of energy E
(i.e. with squeezing parameter % cosh™!(2E). Sending it over the gate S(¢) amounts to increas-
ing its degree of squeezing by £. The output state is still a squeezed state with photon number
distribution Pyq¢ £(n) = |(n|S(€ + 1 cosh™'(2E))|0) .

1
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Applying theorem 2 with some energy threshold 2e > 0 (so that the threshold on each single
system is at least e), the truncated average output energy can be expressed as

E=2 Z (n + ;) P.cx(n). (31)

ngE—%

for x = sn, sq, sc. By theorem 2, we have

2
(Lo s (15 1) Prcem —Ea) (1 4 cosh(e))/ee
2(1 + cosh(26)) ez 2

E(S) > max , (32)

where the maximisation is conducted overalle > O such that }-, ;1 (n+ 1) Prgip-1)(mis

3
greater than the input energy Ej,, which is either E (x = sc, sq) or |[E — 1| + 1 (x = sn).

In figure 2(a), the energy requirements obtained via inputting different states are compared.
All input states have the same average energy E = 4.5. By comparing with the reference line
(black, dashed) we can see that the (1/+/€)-scaling persists. The energy requirement obtained
by plugging in a coherent state is the tightest, even though in this case the output energy before
truncation (= 11.8) is lower than that of the squeezed state case (= 12.2). This seems to con-
tradict the intuition that inputting a state that best stimulates the energy generating power of
the unitary would make the bound tighter. The reason for such a phenomenon is manifested
by figure 2(b), where the photon number distributions of the output states are plotted. It is
clear from the plot that the tail of the output corresponding to the squeezed state case is longer
than that of the coherent state case, leading to a larger value of e that decreases the value of
the bound. Indeed, numerical calculations show that the optimal value of the energy thresh-
old ¢ is around 24 (which varies slightly as e changes) in the coherent input state case in
contrast to around 79 in the squeezed input state case. Meanwhile, although the optimal @
in the number input state case is the smallest (around 15), the number state fails to trigger
enough energy generation compared to the other two states. Therefore, a good choice of the
input state (to make the bound tighter) should achieve a good balance between larger out-
put energy and a more concentrated distribution with a shorter tail over the output energy
spectrum.

Finally, it is also intriguing to explore the relation between the above result and quantum
metrology. It was previously shown that choosing the battery state to be an optimal state
for quantum metrology (specifically, for the estimation of the phase shift generated by the
battery’s Hamiltonian) will also achieve the optimal energy-precision tradeoff in the case of
a bounded Hamiltonian [1]. Here we consider a different problem of choosing the input state
to test the accuracy of implementation. Intuitively, a better state for quantum metrology as the
input should provide a more stringent notion of accuracy, which could potentially lead to a
higher energy requirement. In contrast, we showed that the squeezed state, a superior resource
in photonic quantum metrology [31], did not perform better than the coherent state when cho-
sen as the input state for evaluating our energy requirement bound. An immediate explanation,
as mentioned in the above paragraph, is that there are other variables (such as the cut-off energy
¢) than the accuracy threshold in our bound. Whether this phenomenon is fundamental, or there
exist other bounds that lead to a different result, remains an interesting topic of future research.
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Figure 2. The energy requirement for a single-mode squeezing operation S(§) (£ = 0.5)
as a function of the error threshold e for different choices of the input state. In (a), the
energy requirement (32) is plotted with the input state being a squeezed state, a coherent
state, or a number state. All choices of the input state have the same energy E = 4.5.
In (b) shows the photon number distributions of the output state of S(£) when choosing
each of these states as the input state.

5. Conclusions and outlook

In this article, we discussed the energy requirement for implementing a unitary quantum gate.
We derived a general lower bound on the amount of energy needed for the implementation,
which extends the bound in reference [1] to infinite dimensional systems and unbounded
Hamiltonians. To illustrate our new result, we analyzed the energy requirement of operations
in quantum optics, such as displacement operations and (single-mode) squeezing operations.
The analysis can also be readily adapted to other operations, such as two-mode squeezing and
non-Gaussian operations.

This article is reminiscent of reference [21], which generalises the optimal quantum pro-
gramming result [32] from finite dimensional systems to infinite dimensional systems. An
important difference to our work is, however, that their resource of interest was the size (dimen-
sion) of the minimum quantum program, and the ‘battery’ register of reference [21] is thus
constrained to be finite-dimensional by the task of programming. Here we completely replaced
dimension constraints by energy constraints, which is more natural for many real physical
systems such as a harmonic oscillator prepared in a coherent state.

In reference [1], the method for determining the minimum resource requirement has also
been extended from energy to general resources that satisfy three main assumptions, namely
(i) monotonicity under discarding any subsystem, (ii) (sub)additivity on product states, and
(ii1) the Lipschitz continuity with respect to the trace distance between quantum states. In
this article, despite the failure of (iii) (since the Lipschitz constant is infinite for unbounded
Hamiltonians), we have successfully derived an energy requirement lower bound. This success
prompts us to look for further relaxations of the assumptions in [1] and extend our work to other
generic resources beyond energy.

Determining the resources that a unitary consumes is also relevant in the context of funda-
mental questions. A prominent example is the physics of black holes. A widespread assumption
is that black holes, as viewed from the outside, can be treated as ordinary quantum systems.
Under this assumption, the map that describes the evolution of a black hole together with the

13
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Hawking radiation that it produces would then be a unitary. There are furthermore strong indi-
cations that this unitary is rapidly mixing, and information-theoretic models of black holes
thus usually rely on such a mixing property. For example, Page’s famous calculation of the
time-dependence of the entropy of the Hawking radiation relies on the assumption that this
unitary is typical, as if it was chosen at random according to the Haar measure from all possi-
ble unitaries [33]. Similarly, Hayden and Preskill’s conclusions that an old black hole quickly
emits all information that falls into it, and in this sense acts like a mirror, is based on the same
typicality assumption [34].

But if black holes are treated as quantum systems that evolve unitarily, it is reasonable to
assume that they also obey the resource constraints that ordinary quantum systems do. Such
considerations have already been made in terms of their complexity. It has been argued that the
typicality assumption could be relaxed to the requirement that the unitaries are two-designs,
which have a relatively low complexity. The work presented here suggests that it may also be
interesting to ask whether energy considerations can constrain the class of physically plausible
unitaries further.

We note that black holes are usually considered as finite-dimensional quantum systems,
and potentially one may apply the earlier results [1] to their study. (Notice that the limitation
of quantum information recovery in the Hayden-Preskill model of black holes has recently
been considered in [35]). However, since this dimension is very large (actually as large as the
dimension of a system can be that can still be embedded in spacetime without collapsing to a
black hole), it may be more promising to consider energy rather than dimensional constraints.
Furthermore, recent breakthrough results suggest that the subsystem structure of a spacetime
containing a black hole is non-trivial [36, 37]. Based on these insights, it has been suggested
to consider many-black-holes systems instead of a single black hole [38]. In such a system, it
may be difficult to define the dimension of any individual black holes, so that energy bounds,
again, appear to be a more promising choice.

The application of our results to such a setting may however be subtle, not least because
the notion of energy is depending on the reference one is considering. We thus leave it as a
proposal for future work.
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Appendix A. Proof of lemma 1

By [20, proposition 1] (which generalises the purification continuity [39] for the energy-
constrained fidelity), there exists a pure state 3’ such that FE(V o (Z® B),U @ ) > 1 —e.
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We remark that the purification continuity [39] and its extended form [40, 41] has been used
in a couple of previous works [1, 9, 10, 35, 42, 43] By the Fuchs—van de Graaf inequality [25]
of the energy-constrained channel fidelity, we have

DE(VeeBUB) < Ve (A.1)
By invariance of the energy-constrained error under the energy preserving unitary V, we have
DE(V o B, ()@ B) < Ve (A2)

Further applying properties of the energy-constrained diamond norm from [19, lemma 4], we
get:

E
> = ps® (yloUe B, (- A3
Ve «(E) (v U B, ()@ B) (A.3)
E
> DE(V9'oWUold @B U! A4
<) ( ( ® B ® B) (A4)
E
= — DV teB)U! . A5
o5 V'eep) ® B) (A5)

Combining equation (A.2) with equation (A.5), we get

DER (V@D o@eV(-@Be U ' ®BoU) < (1 + gSEE)> Ve

(A.6)

Physically, the above inequality manifests the following fact: by consecutively applying V
and V!, each with its own system register, on the same battery 3, up to an error of ¢ one
can simulate ¢/ and /! while keeping the battery ‘untouched’. Iteratively applying the above
procedure on the same battery register and new system registers for m times, we get a network

consisting of V and V! that acts on 2m identical subsystems H, . . ., Haom =~ Hs:
N - VZm o VZm—l ©-+-0 Vl (A7)
I ® V forodd k
~ ~~
all but H; acting on H; @Hp
Vi = . (A.8)
T- -1
P ® % foreven k
acting on H;@Hp

At last, notice that discarding the battery register will not increase the energy since, by
assumption, the energy eigenvalues of every register including the battery is non-negative.
Defining A := trg o V' to be the resultant network, we get the desired inequality
(E....E) —1 @m g(E)
DEE (N, U @U™) <m I+ =5 Ve (A.9)

thanks to the data processing inequality. U
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