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A B S T R A C T   

Advances in snow-cover mapping techniques have resulted in more accurate estimation of fractional snow cover 
(FSC) in areas with no vegetation; however, vegetation interference limits the accuracy of available snow cover 
information from satellite observations. The aim of this study was to develop a robust and enhanced FSC-retrieval 
algorithm using Moderate Resolution Imaging Spectroradiometer (MODIS) surface reflectance data for vegetated 
areas. The experiments were conducted in North America, where vegetation cover is complex and heterogeneous, 
using 28 Landsat-8 – MODIS image pairs acquired for the entire snow cover season (September 2015–May 2016). 
The FSC retrieval models were established from 20 sub-models based on the Extremely Randomized Trees 
method incorporating input information from multiple sources, such as commonly used variables, vegetation- 
and snow-related variables, location and geometry related variables, and other auxiliary variables. The FSC 
retrieval models were divided into forest- and non-forest types. We further investigated a canopy correction 
method to mitigate vegetation interference effects caused by the viewing geometry of satellite observations. The 
results show that the integration of 20 sub-models largely decreased model dependence on the training sample 
quality and improved the robustness of the model predictions. In the validation of the independent dataset, there 
was a noticeable improvement in FSC estimation for different land-cover and vegetation-cover types, with root- 
mean-square errors (RMSEs) reduced by an average of 11% compared to the Trimmed-Model. The application of 
canopy correction under the “Recommend” conditions (i.e., viewing zenith angle in [45◦

, 70◦

] and fraction of 
forest cover in [0, 0.3]) improved the FSC prediction accuracy. Moreover, based on a comparison with the 
MOD10A1-based FSC map, our FSC estimation showed improved consistency across various vegetation cover-
ages based on the Landsat reference FSC values, with 40% lower RMSEs and 8% increase in overall accuracy.   

1. Introduction 

Snow cover has critical implications for the climate and hydrology of 
mid- to high-latitude regions, is a major component of the water cycle in 
most areas of North America, which has ephemeral snow cover (Dobreva 
and Klein, 2011; Pulliainen et al., 2020; Xiao et al., 2022, 2020). High 
albedo and low thermal conductivity are distinctive features of snow 
cover that modulate the surface energy balance (Déry and Brown, 2007; 
Santolaria-Otín and Zolina, 2020). A decrease in snow cover effects the 
functional composition and diversity of terrestrial and maritime 

ecosystems in high-latitude regions (Bormann et al., 2018; Niittynen 
et al., 2020). Snow also affects a variety of high-latitude climate pro-
cesses and feedback mechanisms (Watanabe et al., 2020; Wu and Chen, 
2016), including the East Asian summer monsoon (Xiao and Duan, 
2016) and global atmospheric circulation (Li et al., 2018). 

Among the possible tools that provide information about snow cover, 
optical sensors in the visible and near-infrared spectra have been pop-
ular since the 1960s (Dietz et al., 2012; Rittger et al., 2020a). These 
sensors undertake continuous measurements of snow cover that can be 
applied in a range of rich contexts, including studies on the changes and 
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trends in snow cover over time and space (Bormann et al., 2018; Pull-
iainen et al., 2020). Moderate Resolution Imaging Spectroradiometer 
(MODIS) surface reflectance data is widely used for monitoring global 
and regional snow cover. For example, Fig. 1 displays a subset of the 
snow and non-snow endmember spectral libraries in the MODIS bands. 
Importantly, the spectral reflectivity of snow can vary depending on 
snowpack properties (Bohn et al., 2021; Warren, 1982), such as snow 
depth, grain size, liquid water content, and dust content, and thus, can 
vary both in time and space (Aalstad et al., 2020; Painter et al., 2003). 
The time-dependence of reflectance makes its variation a continuous 
process, which does not perfectly correlate with the visible snow area. 
The spatial heterogeneity of the different end-members within the mixed 
pixels is likely to lead to significant deviations in the observed reflec-
tance (Fig. 1) (Hannula et al., 2020; Painter et al., 2009), which makes 
snow-cover detection extremely challenging. Traditionally, snow-cover 
mapping techniques identify pixels as binary snow cover, i.e., either 
snow-covered or snow-free. However, Cortés et al. (2014) pointed out 
that this can lead to significant bias compared to more precise fractional 
snow cover (FSC) metrics. Moreover, binary snow cover does not effi-
ciently capture sub-pixels characteristics. 

Traditional formula-based approaches rely strongly on a priori 
knowledge to obtain model parameters (Yuan et al., 2020). However, 
the connections and interactions within the Earth system usually exhibit 
multivariate and complex nonlinearities and the parameters for char-
acterizing these processes vary over time and space (Lary et al., 2016; 

Salcedo-Sanz et al., 2020). To complement traditional formula-based 
approaches, machine learning methods have become critical in envi-
ronmental remote sensing sciences and have clear advantages for 

Fig. 1. Examples of spectral reflectance of the 
snow and non-snow endmembers from the JPL 
spectral library and a subset of the snow end-
members modeled through SNICAR for different 
effective snow grain (Baldridge et al., 2009; 
Warren and Wiscombe, 1980). The shadow wide 
indicates the spectral bandwidths of MODIS 
bands 1–7. The reflectance of snow within fine 
grain size (24 μm), medium grain size (82 μm), 
and coarse grain size (178 μm) generated by the 
SNICAR radiative transfer model are also shown.   

Table 1 
Summary of MODIS dataset used in this study.  

Dataset 
Name 

Variable Notes 

MOD09GA Surface reflectance, View and solar zenith 
angle, view and solar azimuth angle 

Possible predictor 
variables 

MCD12Q1 Land cover types 
MOD44B Percent Tree Cover 
MOD11A1 Land surface temperature 
MCD43A3 Black-sky albedo and White-sky albedo for 

visible, shortwave, NIR broadbands 
MOD10A1 Normalized Difference Snow Index (NDSI) FSC results 

comparison  

Fig. 2. a) Training and validation Landsat scenes across North America, and 
background is land cover information from MODIS products; b) Landsat 8 OLI 
binary snow map with 30 m resolution were used to calculate reference FSC 
map (500 m); c) within a 750 m circular radius. 
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monitoring change and achieving more accurate predictions (Kuter 
et al., 2022; Reichstein et al., 2019; Wang et al., 2022). 

Briefly, there are three common approaches to estimating FSC from 
MODIS data: (1) the use of a linear empirical relationship between the 
normalized difference snow index (NDSI) and MODIS FSC based on FSC 
data generated from a finer-resolution reference snow cover map (Sal-
omonson and Appel, 2004, 2006; Wang et al., 2021). Many linear 
regression methods have been used for local/ continental areas, and the 
MODIS standard method (Eq. (1)) is the most representative method for 
estimating FSC. (2) Linear spectral unmixing assumes that the reflec-
tance of a given pixel is a linear combination of several surface end-
members (e.g., vegetation, snow, soil, and rock) (Metsämäki et al., 2005, 
2012; Painter et al., 2003, 2009). Notably, the spectral unmixing snow 
cover product produced using the MODIS Snow-Covered Area and 
Grain-Size algorithm (Painter et al., 2009) is superior to the standard 
MODIS snow cover products (Rittger et al., 2013, 2020a). (3) In addition 
to methods (1) and (2), an increasing number of studies related to FSC 
estimation have used machine learning methods in recent decades (e.g., 
artificial neural networks and random forest methods) (Czyzowska- 
Wisniewski et al., 2015; Dobreva and Klein, 2011; Kuter, 2021; Kuter 
et al., 2018). Nevertheless, there are still challenges in the use of 
retrieval algorithms based on machine learning methods, which are 
based on single or few bands (or reflectance-based indices) that fail to 
predict FSC with high accuracy under dense vegetation cover (Czy-
zowska-Wisniewski et al., 2015; Dobreva and Klein, 2011). 

The prediction of FSC with MODIS surface reflectance data has some 
limitations, owning to several factors such as cloud/snow misclassifi-
cation (Parajka and Blöschl, 2008; Riggs et al., 2017), off-nadir viewing 
angles (Arsenault et al., 2014; Dozier et al., 2008), and forest cover 
(Heinilä et al., 2014; Rittger et al., 2020b), resulting in low accuracy. 
There have been many studies on FSC estimation that demonstrate the 
challenge of vegetation cover area. For example, in a complex alpine- 
forested area, Czyzowska-Wisniewski et al. (2015) developed a FSC 

estimation algorithm based on machine learning using Landsat images 
from the continental United States. Metsämäki et al. (2015) also applied 
the revised SCAmod method, which enables accurate FSC estimation, 
particularly for forests, to generate GlobSnow Snow Extent products. 
When there is significant forest coverage, the combined effect of viewing 
geometry and vegetation cover typically restricts the accuracy of FSC 
estimation (Rittger et al., 2020b; Xin et al., 2012). To address this, 
previous studies have applied different FSC adjustment methods to 
reduce the inaccuracies in the snow-cover area estimation from MODIS 
introduced by canopy obstruction (Cheng et al., 2021; Kostadinov et al., 
2019; Margulis et al., 2019; Raleigh et al., 2013; Rittger et al., 2013, 
2020b). For example, Margulis et al. (2019) accounted for the exposed 
rock fraction and forest cover to predict the surface FSC of mid-latitude 
montane areas using MODIS-derived FSC products, while Raleigh et al. 
(2013) applied the canopy correction method to adjust for the canopy 
occlusion in satellite-derived snow cover area products using the static 
FVC (fraction of vegetation cover), Rittger et al. (2020) used simulta-
neous FVC observations to reduce the bias in satellite-derived snow 
cover area products and mitigate the related issue of satellite observa-
tion angle changes in forested areas. 

This study aimed to develop an enhanced FSC estimation algorithm 
based on a machine learning method for complex and heterogeneous 
vegetated cover environments while accounting for viewing geometry 
and forest cover. Such an algorithm is required to accurately estimate 
FSC and must show robust performance for various land-cover types. To 
address these needs, this study applied an advanced machine learning 
method and data mining technique to integrate multisource remote 
sensing information and other auxiliary data to obtain continental-scale 
FSC maps for complex surface environments. Section 2 describes the 
MODIS series products and Landsat data used as well as the predictor 
variables. Section 3 introduces the experimental design of the FSC 
retrieval algorithm along with the validation metrics. The validation 
results are presented in Section 4, and Section 5 discusses the influences 
of the predictor variables, the Landsat-based reference FSC, and snow- 
cover mapping in forested areas. Finally, our conclusions are provided 
in Section 6. 

2. Satellite datasets and their preparation 

2.1. MODIS datasets 

This study acquired 28 MODIS–Landsat image pairs from October 
2015 to May 2016 across North America. MOD09GA V6 provides 
atmospherically corrected surface reflectance data (500 m) in bands 1–7 
and contains sensor property information (view and solar zenith angles, 
view and solar azimuth angles; 1 km). As snow cover is strongly affected 
by land cover type (Rittger et al., 2020b), this study used MODIS land 
cover classification data (MCD12Q1, 500 m) with the International 
Geosphere-Biosphere Program (IGBP) classification scheme (Friedl 
et al., 2010), and the MOD44B Vegetation Continuous Fields product 
that provides quantitative information on vegetation cover. MODIS se-
ries data under clear sky conditions, including LST (Land surface tem-
perature) from MOD11A1 and MCD43A3 albedo data, were also 
collected as auxiliary information. MCD43A3 produces daily black-sky 
albedo and white-sky albedo data at local solar noon for seven bands 
and the visible, near infrared (NIR), and shortwave bands at 500 m 
resolution. Blue-sky albedo was calculated as a weighted combination of 
black-sky albedo and white-sky albedo (He et al., 2018). MOD10A1 
Normalized Difference Snow Index (NDSI) products were chosen as 
reference data for comparison with the derived FSC maps (Section 4.3). 
MOD09GA, MCD12Q1, MOD44B, MOD11A1, and MCD43A3 (Dimiceli 
et al., 2015; Lucht et al., 2000; Vermote and Wolfe, 2015; Wan and 
Dozier, 1996) are freely accessible from the Land Processes Distributed 
Active Archive Center (https://lpdaac.usgs.gov), and MOD10A1 is 
available from the National Snow and Ice Data Center website (htt 
ps://nsidc.org/data/MOD10A1). The MOD10A1 V6 snow cover 

Table 2 
The description of the possible predictor variables of FSC estimation.  

Category Variable 
name 

Description 

Generality B1 Surface reflectance in band 1 (620–670 nm) 
B2 Surface reflectance in band 2 (841–876 nm) 
B3 Surface reflectance in band 3 (459–479 nm) 
B4 Surface reflectance in band 4 (545–565 nm) 
B5 Surface reflectance in band 5 (620–670 nm) 
B6 Surface reflectance in band 6 (1628–1652 nm) 
B7 Surface reflectance in band 7 (2105–2155 nm) 
NDSI Normalized difference snow index 
NDVI Normalized difference vegetation index 
LC Land cover type in regrouped classification 

schemes 
Vegetation-Snow NDFSI Normalized Difference Forest Snow Index 

URSI Universal Ratio Snow Index 
RSI Ratio Snow Index 
ARSI Adjust Ratio Snow Index 
RVI Ratio Vegetation Index 
DVI Difference Vegetation Index 
FVC Fraction of forest cover 

Location and 
Geometry 

VZA View zenith angle 
SZA Solar zenith angle 
RAA Relative azimuth angle: the absolute value of the 

difference between sensor and solar azimuth 
angle 

Latitude The pixel geographical location information: 
latitude 

Longitude The pixel geographical location information: 
longitude 

Auxiliary LST Land surface temperature 
DOY Day of year 
Ab_Vis Blue-sky Albedo for visible broadband 
Ab_NIR Blue-sky Albedo for near infrared red broadband 
Ab_SW Blue-sky Albedo for shortwave broadband  
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product only provides NDSI data with a value range of 0–100 and non- 
snow classes (>100) (Riggs and Hall, 2015). The MODIS snow product 
user guide (Riggs and Hall, 2015) suggests using Eq. (1), here referred to 
as MOD10A1 FSC, to calculate FSC from NDSI data (Salomonson and 
Appel, 2006). 

FSC = − 0.01 + 1.45 * NDSI (0 ≤ NDSI ≤ 1) (1) 

If FSC < 0, then FSC = 0; If FSC > 1, then FSC = 1. 
The series of MODIS products used (Table 1) were re-projected to the 

same projection, and resampled to 500 m resolution using the nearest 
neighbor method. The land cover classes of the MCD12Q1 product were 
regrouped from 17 to the following nine classes: evergreen forest, de-
ciduous forest, mixed forest, shrub, savannas, grasslands, cropland, bare 
land, and water (Appendix Table A and Fig. 2). The reflectance data of a 
given pixel in MOD09GA were excluded if the surface reflectance pro-
vided was an invalid value or if it rendered the reflectance-based indices 
invalid and out-of-range. Additionally, we discarded any pixels with 
clouds or shadows diagnosed in Landsat or MOD35 cloud masks, as well 
as water bodies identified by MCD12Q1. 

2.2. Landsat-8 Operational Land Imager (OLI) images and reference FSC 

Landsat observations have often been used as reference baseline 
snow observations (Kuter, 2021; Kuter et al., 2018). Landsat satellites 
are nadir viewing; thus, there are fewer limitations when facing rugged 
terrain or densely forested regions (Cortés et al., 2014). The United 
States Geological Survey (USGS, https://earthexplorer.usgs.gov) de-
livers Landsat-8 Operational Land Imager (OLI) land surface reflectance 
data. Almost an entire snow season including fresh snow, aged snow, 
and melting snow, with different land cover types distributed across 

multiple latitudes, was covered by the 28 Landsat scenes (23 for training 
and five for validation) selected for this study (Fig. 2a and Appendix 
Table B). The selected Landsat scenes had minimal cloud cover (<1%) 
and were in the Level 1 T (L1T) format, meaning that their geo- 
registration precision was high (Wulder et al., 2012). 

First, Landsat-8 images for snow cover were determined in binary 
using the SNOMAP algorithm developed by Hall et al. (1995) (Fig. 2b), 
which has been widely used in FSC retrieval studies (Dobreva and Klein, 
2011; Kuter et al., 2018; Salomonson and Appel, 2006). To avoid geo-
location uncertainties, reference 500 m resolution FSC maps (cf. Fig. 2c) 
were produced by aggregating the Landsat-8 binary maps in a 750 m 
radius circle at the center of the MODIS pixel (Fig. 2b) (Dobreva and 
Klein, 2011; Painter et al., 2009; Wolfe, 2006; Wu et al., 2022). During 
the aggregation of reference FSC maps, quality control was used to 
screen out the cloud pixels (including clouds and cloud shadows), which 
were determined using the Fmask algorithm (Qiu et al., 2019). Notably, 
this study converted FSC to a range of 0–1. Section 5.2 further discusses 
the influence of SNOMAP accuracy on the FSC estimation from the 
MODIS surface reflectance data. 

2.3. FSC-related variables 

To date, numerous reflectance-based indices have been successfully 
applied to monitor land surface elements such as snow cover, vegeta-
tion, and water bodies. This study selected the following reflectance- 
based indices as predictor variables for FSC retrieval: NDSI (Eq. (2)), 
NDVI (Normalized difference vegetation index, Eq. (3)), NDFSI 
(Normalized Difference Forest Snow Index, Eq. (4)), URSI (Universal 
Ratio Snow Index, Eq. (5)), RSI (Ratio Snow Index, Eq. (6)), ARSI (Adjust 
Ratio Snow Index, Eq. (7)), RVI (Ratio Vegetation Index, Eq. (8)), and 

Fig. 3. The Cross-correlation coefficient between the possible predictor variables using all training scene pixels (cf. Table 2). Grids are colored as per correlation 
coefficients. 
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DVI (Difference Vegetation Index, Eq. (9)). In addition to the eight 
reflectance-based indices and the reflectance in seven bands, 12 other 
predictor variables, summarized in Table 2, were chosen for the FSC 
estimation. To test the hypothesis that other snow-related variables 
improve the accuracy of FSC retrieval in the presence of frequently used 
input predictor variables (i.e., the “Generality” category), we utilized a 
machine learning model to estimate FSC with multiple inputs. Fig. 3 
presents the cross-correlation coefficient between the predictor variable 
candidates and the FSC using all the training scene pixels. The predictor 
variables were divided into the following four categories:  

(1) Widely used variables (named as, “Generality”). Among the snow- 
related predictors used in the FSC retrieval based on machine 
learning methods, B1–B7, NDSI, NDVI, and land cover (LC) are 
the most common variables (Czyzowska-Wisniewski et al., 2015; 
Dobreva and Klein, 2011; Kuter, 2021; Kuter et al., 2018; 

Moosavi et al., 2014). The reflectance of the seven bands was 
used to describe the variation in snow properties (Czyzowska- 
Wisniewski et al., 2015; Dobreva and Klein, 2011). The NDSI, 
developed by Hall et al. (1995) is a crucial snow-related variable 
used to identify snow. The NDVI is also used to assist in the 
determination and/or identification of snow cover (Dobreva and 
Klein, 2011; Lv and Pomeroy, 2019). Additionally, Dobreva and 
Klein (2011) point out that LC as an input variable helps improve 
FSC estimation. 

(2) Vegetation-snow related candidate variables (named as, “Vege-
tation-Snow”), such as NDFSI, URSI, RSI, ARSI, RVI, DVI, and FVC, 
were included. Previous studies have found that the NDSI have 
limited capability to detect snow cover in forested areas (Kosta-
dinov et al., 2019; Lv and Pomeroy, 2019; Raleigh et al., 2013; 
Rittger et al., 2020b; Wang et al., 2018), while the NDFSI 
developed by Wang et al. (2018) has a better capability in this 

Fig. 4. The schematic diagram of model training (a), model prediction (b), and canopy adjustment (c) for the FSC retrieval. N and t was set to 20 and 11, 
respectively. 
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Fig. 5. The viewing geometry effects of 
MODIS caused by the varying of VZA 
and FVC on FSC estimation within 
MODIS sampled footprint. The green 
and gray rectangle represent ground 
snow and forest respectively observed 
by the MODIS sensor within its sampled 
footprint. The blue lines indicate MODIS 
pixel center and its nominal footprint 
(spatial resolution: ~500 m). a) vs b) 
and c) vs d) illustrative impacts of 
viewing geometry on sampled footprint 
and ground snow visibility at low (left) 
and high (right) VZA. a) vs c) and b) vs 
d) illustrative impacts of FVC on ground 
snow visibility at low (top) and high 
(bottom) FVC. (For interpretation of the 
references to color in this figure legend, 
the reader is referred to the web version 
of this article.)   

Fig. 6. Accuracy of 20 FSC retrieval sub-models (Full-Model) on the combined validation samples.  
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regard (Lv and Pomeroy, 2019). Our results using satellite 
observation data illustrate that NDFSI has a strong relationship 
with FSC (R = 0.9; Fig. 3). The URSI proposed by Wang et al. 
(2021) showed better performance in FSC estimation compared 
to the NDSI for forested areas; and the URSI and FSC are also 
strongly correlated (R = 0.9; Fig. 3). The FVC variable was ob-
tained from the MOD44B tree cover percentage data. Snow has a 
higher reflectivity value in the red band (B1) and a low reflec-
tivity value in the near-infrared band (B2), whereas the opposite 
is true for vegetation (Fig. 1), e.g., low reflectivity in the B1 and 
higher reflectivity in the B2 band. Thus, the RVI, DVI, and FVC 
were included as predictors to reduce the impacts of vegetation. 
Inspired by the development of the RVI, the RSI and ARSI were 
designed to be proportional to B1 and B2 when describing the 
variation of snow cover. The relationship between the RSI (or the 
ARSI) and FSC may be spatiotemporally variable (RRSI− FSC : 0.8; 
RARSI− FSC : 0.8; Fig. 3).  

(3) Location and geometry related variables (named as, “Location and 
Geometry”) include latitude, longitude, VZA (view zenith angle), 
SZA (solar zenith angle), and RAA (relative azimuth angle). The 
distribution of snow cover depends on the location, the pixel 

geographical location information, latitude, and longitude, which 
can be used as inputs for snow cover monitoring (Yang et al., 
2019). Interception or obstruction of the vegetation canopy in 
optical satellite observations affects FSC estimates, producing 
large uncertainties and errors (Liu et al., 2008; Rittger et al., 
2020b; Xin et al., 2012). It is likely that additional angle-related 
variables (VZA, SZA, and RAA) are required to assist in FSC 
retrieval under vegetation cover.  

(4) The auxiliary variables (named as, “Auxiliary”) used were LST, 
DOY (day of year), Ab_Vis (blue-sky albedo for visible broad-
band), Ab_NIR (blue-sky albedo for near-infrared red broadband), 
and Ab_SW (blue-sky albedo for shortwave broadband). Surface 
temperature is critical auxiliary data for reducing snow cover 
commission errors in MODIS snow cover products (Riggs et al., 
2017) and significantly improves FSC estimation (Liang et al., 
2017). Snow age influences the spectral characteristics of the 
visible and infrared bands (Dietz et al., 2012; Riggs et al., 2017); 
thus, this study used the DOY as temporal information (Table 2). 
Previous studies have reported that many factors including snow 
pollution (e.g., dust and black carbon) (Hao et al., 2013), snow 
physical properties (e.g., grain size and snow water equivalent), 

Fig. 7. The importance of predictor variables of forest-type for Full-Model. Error bars (black line) represents the standard deviation on each bar of mean. Table 2 
shows the variable name abbreviations. Triangles (green) and circles (purple) indicate the predictor variable of the vegetation-snow category, the location and 
geometry category in Table 2, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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and bidirectional reflectance distribution function (BRDF), cause 
significant differences in snow reflectance. Therefore, we 

followed the suggestion of (Metsämäki et al., 2015) by consid-
ering three albedo variables (i.e., Ab_Vis, Ab_NIR, and Ab_SW). 

NDSI = (B4 − B6)/(B4+B6) (2)  

NDVI = (B2 − B1)/(B2+B1) (3)  

NDFSI = (B2 − B6)/(B2+B6) (4)  

URSI = B4/(B2+B6) (5)  

RSI = B1/B2 (6)  

ARSI = (B1 − B2)/B2 (7)  

RVI = B2/B1 (8)  

DVI = B1 − B2 (9)  

Fig. 8. The importance of predictor variables of non-forest-type for Full-Model. Error bars (black line) represents the standard deviation on each bar of mean. Table 2 
shows the variable name abbreviations. Triangles (green) and circles (purple) indicate the predictor variable of the vegetation-snow category, the location and 
geometry category in Table 2, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

Table 3 
Model validation on combined validation dataset: Trimmed-Model, Full-Model. 
Boldface lines indicate that the corresponding model has the best predictive 
performance in the validation scenes. The number in parentheses donates the 
reduction of RMSE.  

Scenes ID Mode name R MAE RMSE 

Combined Trimmed-Model  0.937  0.114  0.154  
Full-Model  0.951  0.105  0.137 (¡10 %) 

Scene A Trimmed-Model  0.968  0.033  0.077  
Full-Model  0.974  0.039  0.069 (¡10 %) 

Scene B Trimmed-Model  0.930  0.087  0.144  
Full-Model  0.950  0.073  0.122 (¡15 %) 

Scene C Trimmed-Model  0.837  0.161  0.184  
Full-Model  0.886  0.137  0.155 (¡16 %) 

Scene D Trimmed-Model  0.911  0.131  0.169  
Full-Model  0.915  0.139  0.165 (¡2%) 

Scene E Trimmed-Model  0.882  0.108  0.138  
Full-Model  0.912  0.094  0.120 (¡13 %)  
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3. Methodology 

3.1. Extremely randomized trees (ERT) method 

The extremely randomized trees (ERT) method, which is an 
ensemble learning method (Geurts et al., 2006), was selected to establish 
the nonlinear relationship between FSC and the selected predictor var-
iables. Unlike the random forest method, the ERT method randomly 
chooses split nodes and inputs the entire training sample to build tree 
models (Geurts et al., 2006). All the samples are feathers randomly 
selected by the ERT method, which may induce the mining of more 
information on variables and provides better results than those obtained 
by the random forest method. An advantage of this approach is that the 
over-fitting effect is negligible. We implemented the ERT method with 
default parameters using the Python program editor; the number of trees 
was 100, the number of features was sqrt(n) (where n is the number of 
input variables), and the minimum number of samples per split was two 
(Geurts et al., 2006). The importance measures of the input predictor 
variables was described by the Gini index (GI) (Geurts et al., 2006; Jiang 
et al., 2009) to aid the interpretation of model responses to the different 
inputs. 

3.2. Training sample selection 

The performance of a machine learning method is closely related to 
the quality of the training sample (Millard and Richardson, 2015; Xiao 
et al., 2018, 2021). Importantly, the training sample should adequately 
represent different land cover types and different FSC values to increase 
the model generality and inversion accuracy. We adopted a stratified 

random sampling strategy to select samples based on FSC values with an 
interval of 0.1 and land cover type. The final 379,522 training samples 
(72,038 for the forest-type and 307,484 for the non-forest type) repre-
sented a randomly selected sample from each training scene (see Ap-
pendix Table B). Figure C in the Appendix presents the distribution of 
the target and predictor variables in the training sample (cf. Appendix 
Fig. D for the validation data). In addition, to test and mitigate the 
impact of the training sample quality, N paired training, and testing sets 
were selected using the previously described sampling strategies 
(Fig. 4a). Before training the Full-Model, the training sample sets were 
divided into forest- and non-forest types based on land cover type (Ap-
pendix Table A). 

3.3. Design of the FSC retrieval model 

In the model training phase, to mitigate the dependence on training 
samples and construct a robust FSC retrieval model, we propose an 
approach to obtain N retrieval models by repeated training with the ERT 
method based on N different training samples (Fig. 4a). The Full-Model 
was then established by repeating this procedure for both the forest-type 
and non-forest-type training samples. In the prediction phase (Fig. 4b), 
the predictor variables X(v1, v2, v3,⋯⋯) were input into N retrieval 
models (M1,M2,⋯⋯,MN− 1,MN), and the predicted values of the target 
variables (Y1,Y2,⋯⋯,YN− 1,YN) were generated. Then, the combinations 
of t predicted values taken from the N predicted values were enumerated 
(C1,C2,⋯⋯,Cn). Correspondingly, we obtained the standard deviation 
and mean of the predicted value combinations Std(C1), Std(C2),⋯⋯,

Std(Cn) and Mean(C1), Mean(C2), ⋯⋯, Mean(Cn), respectively. Subse-
quently, we obtained the minimum standard deviation (std(Ck) =

Fig. 9. The scatter density plot for two FSC retrieval models: Full-Model (left) and Trimmed-Model (right) on combined validation data. Non-forest type: (a – b); 
Forest type: (c – d). 
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min{Std(C1), Std(C2),⋯⋯, Std(Cn) }), and the final predicted value (Y) 
was obtained by averaging the corresponding predicted-value combi-
nations (i.e., Mean(Ck)) (Fig. 4b). When training the N FSC retrieval 
models, the importance measures of each predictor variable were 
calculated using all the predictor variables (Figs. 7 and 8). For 
simplicity, the experimental tests had N and t set to 20 and 11, respec-
tively. This meant that the minimum majority of the predicted values 
was selected. 

3.4. Canopy adjustment for the combined effect of VZA-FVC 

The impacts of the variations in FVC and VZA on ground snow vis-
ibility to the MODIS sensor are illustrated in Fig. 5. As VZA increases, the 
sampled footprint of each pixel elongates, and less ground snow is 
visible under dense vegetation cover. For a larger VZA, the pixels in the 
cross-track direction are stretched even worse (Dozier et al., 2008; 
Margulis et al., 2019), making the FSC estimation more complex, which 
is not considered further here. As the forest canopy can completely or 
partially obscure ground snow, one solution is to adjust the viewable 
snow cover by using the FVC to account for areas known to be covered 
by forests (Rittger et al., 2020b). Canopy adjustments are often based on 
the assumption that snow under a forest canopy has the same pro-
portions as in the viewable gap; it is assumed that the fraction of the 
viewable gap is equal to 1 − FVC, such that Eq. (10) can be used for 
forest canopy adjustment (Rittger et al., 2020b). In Section 4.3, exper-
imental tests were designed to analyze the error of the corrected FSC 
estimates that vary with the FVC and VZA values when using Eq. (10) for 
the forest canopy adjustment in the validation scenes. Finally, based on 
the results (Figs. 12 and 13), a canopy adjustment strategy was adopted, 
as depicted in Fig. 4c. In Eq. (10), FSCcorrected is the satellite FSC data 

corrected for forest canopy occlusion, and FSCobs is satellite-derived FSC. 

FSCcorrected = min
(

FSCobs

1 − FVC
, 1.0

)

(10)  

3.5. Model performance validation 

3.5.1. Accuracy metrics 
Three common indices were used to evaluate the performance of the 

FSC retrieval models: Pearson’s correlation coefficient (R), mean abso-
lute error (MAE), and root mean square error (RMSE). In addition, six 
binary metrics (see Table C in the Appendix; Overall Accuracy (OA), 
Recall, Precision, Specificity, F1-score, and Cohen’s kappa coefficient) 
were used to test the binarized FSC estimates against Landsat FSC using 
the binarization thresholds FSC = 0.5 (Rittger et al., 2013), as described 
in Section 4.4. 

3.5.2. Effect of additional predictor variables (Trimmed-Model) 
To investigate the contribution of the additional variables (Vegeta-

tion-Snow, and Location and Geometry, as well as the Auxiliary variables) 
to the generalization ability of the FSC retrieval model (Table 2), sepa-
rate training datasets with 10 input variables (B1-B7, NDSI, NDVI, and 
LC) were created by excluding the additional variables from each 
training sample dataset obtained in Section 3.2, which were used to train 
with ERT method, the established model refer to as the Trimmed-Model 
(Fig. 4a). In addition, the validation dataset with the same input vari-
ables were used to evaluate the performance of the Trimmed-Model. The 
Trimmed-Model was built for both the forest and non-forest type. 

Fig. 10. The RMSE vary with land cover types and FVC for two FSC retrieval models: Trimmed-Model and Full-Model (cf. Table 3).  
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3.5.3. Comparison with the MOD10A1 FSC map 
We compared our retrieval results with the MOD10A1 FSC map ac-

quired on the same date for independent validation scenes. The 
MOD10A1 FSC was derived using the MOD10A1 NDSI and Eq. (1) (see 
section 2.1). Each metric was then computed with respect to the Landsat 
reference FSC and its binarized values. 

4. Results 

4.1. Analysis of the trained models 

4.1.1. Model robustness dependence on the training sample 
With regard to the dependence on the training sample, this section 

assesses whether the 20 trained models have significant statistical dif-
ferences in FSC retrieval on five validation scenes and the combined 
validation data using repeated measures analysis of variance (RANOVA) 
(Huson, 2003; Kuter, 2021). The results show that the predictor values 
of the 20 FSC retrieval models did not differ statistically based on the F- 
test (p < 0.01). This indicated that the training sample selection tech-
nique did not lead to a significant difference in the training models. 
However, the accuracy metrics of the FSC estimates of the 20 retrieval 
models on the combined validation data (Fig. 6) show that compared to 
the Landsat reference FSC values, the predicted values did have slight 
differences, with R in the range 0.948–0.951, MAE in the range 
0.104–0.108, and RMSE in the range 0.137–0.141. The accuracy metrics 
of the 20 FSC retrieval models for the five individual validation datasets 
are also provided in Appendix Table D. Compared with the 20 models, 
the Full-model minimizes the uncertainty caused by the training sample 

features with different noise levels and improves the prediction 
robustness of the FSC retrievals. This emphasizes the necessity of inte-
grating all of the retrieval models. 

4.1.2. Contributions of the predictor variables 
Importance measures help understand a model’s decision-making 

process between the input variables and the associated target. Figs. 7 
and 8 show the importance of the predictor variables of the forest- and 
non-forest types models, respectively. The forest-type model identified 
the NDSI and the NDFSI as the two largest contributors to the FSC es-
timates; the mean importance of the NDSI was 19.3 % compared to 8.6 
% for the NDFSI. The NDFSI has rarely been used for FSC inversion, and, 
as such, we did not expect this to be the second largest contributor. 
Similarly, the two most important contributors in the non-forest-type 
model were the NDSI (31.5 %) and the NDFSI (21.3 %) (Fig. 8). 
Across 40 runs of the retrieval models (both non-forest and forest types), 
the NDSI and the NDFSI ranked first and second in terms of importance 
in all cases. These two predictor variables also showed a strong corre-
lation with FSC (~0.9, Fig. 3). As seen in Fig. 7, the top 10 contributors 
have only three predictor variables that belong to the ’Generality’ cate-
gory (i.e., NDSI, NDVI, B1). The newly introduced variables (orange 
bars) have a higher ranking, while the contribution of the spectral 
indices (green triangles) was greater than that of the seven spectral 
bands in both the forest-type and non-forest-type models. This confirms 
that the spectral indices may enhance the transferability of the estab-
lished retrieval models (Belgiu and Drăgu, 2016). Compared with the 
non-forest-type model, the forest-type model is more sensitive to vari-
ations in the Location and Geometry variables (purple circles) (Heinilä 

Fig. 11. The VZA and FVC coupled effect in estimating FSC. Difference equates to Adjust RMSE subtract Before RMSE. “Recommend”, the adjustment is recom-
mended in VZA ∈ [45◦

, 70◦

) and FVC ∈ [0, 0.3] conditions; “Not recommend”, it is not recommended in denser forest cover conditions (FVC ∈ (0.5, 1]), and in VZA ∈

[0◦

, 45◦

) and FVC ∈ [0, 0.3] conditions; “Undetermined”, whether the adjustment is conducted within medium forest coverage to be determined (FVC ∈ [0.3, 0.5]). 
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Fig. 12. Landsat false color images, Landsat-derived reference FSC maps and the example of VZA-FVC adjustment in Scene B that represents snow cover in forest 
regions, where VZA is in the range [59.86◦, 65.31◦] and FVC is in the range [0, 0.66]. Whiter background in (a) – (c) indicates invalid or no data. (d) and (e) are the 
scatter density figure for the corresponding (b) and (c) images, respectively. 4 spatial images are in the same projection coordinate system (Lambert azimuthal 
equal area). 

Fig. 13. Comparison of the variation of three accuracy metrics for the Full-Model corr algorithm and MOD10A1 with the combined validation scene FSC dataset 
divided based on FVC. 

X. Xiao et al.                                                                                                                                                                                                                                     



International Journal of Applied Earth Observation and Geoinformation 114 (2022) 103030

13

et al., 2014; Rittger et al., 2020b; Xin et al., 2012), revealing that 
viewing geometry partially accounted for the variation in surface 
reflectance. 

4.2. Model prediction performance 

The independent validation dataset was used to analyze the perfor-
mance of the Trimmed-Model and Full-Model. Table 3 summarizes the 
accuracy metrics for the five individual scenes and the combined vali-
dation data. In general, compared to the Trimmed-Model, the Full- 
Model seemed to perform better in estimating FSC with an approxi-
mate 10 % improvement based on the R, MAE, and RMSE metrics 
(boldface in Table 3). This means that the FSC values predicted by the 
Full-Model are more consistent with the Landsat reference FSC values. It 
is notable that the retrieval models tended to have larger errors for areas 
of forest cover than for those with non-forest cover; the RMSEs of the 
Full-Model were 0.202 and 0.136 for these two cover types (Fig. 9a vs 
9c; left panel), and 0.225 and 0.153 (Fig. 9b vs 9d; right panel) for 
Trimmed-Model respectively. Among the five validation scenes, the 
retrieval models performed poorly in Scene C (lowest R), which had the 
highest vegetation coverage. This indicates that forest cover was a large 
source of error that impeded the accuracy of the FSC estimates. More-
over, the effects of vegetation obscuration and viewing angle, especially 
in forested areas, may not have been completely removed in these two 
models. 

Compared with the Trimmed-Model, the Full-Model provided the 
lowest RMSE values (~0.08–0.25) for all the land cover types (Fig. 10). 
The non-forest type yields a relatively good retrieval accuracy, with an 
RMSE < 0.16, with the lowest RMSE (~0.08) obtained for cropland. In 
contrast, for forest cover types (evergreen, deciduous, and mixed forest), 
both models yielded poor FSC retrievals, with RMSE > 0.18, although 

the performance of the Full-Model was relatively better. A similar 
improvement was seen in the sensitivity test (Fig. 10); in regions with 
less forest cover (FVC < 0.1), the Trimmed-Model and Full-Model had 
RMSEs of 0.13 and 0.12, respectively. The RMSE values increased with 
an increase in FVC (0.1 ≤ FVC ≤ 0.6), although the performance of the 
Full-Model was comparatively better. In contrast, the Full-Model did not 
show a significant improvement in regions with dense forest cover (FVC 
> 0.6). 

4.3. Canopy-adjusted FSC 

As illustrated in Figs. 10 and 11a, the proposed FSC retrieval model 
(Full-Model) did not completely remove the coupled impact of VZA and 
FVC in the forest cover types. Higher RMSE values are often associated 
with denser forest cover and larger VZA values. Fig. 11a depicts the 
variation in RMSE values for the validation data under various VZA and 
FVC conditions, and Appendix Figs. A and B display the distributions of 
VZA and FVC in the validation data. Limited the number of samples, 
results for a VZA > 60◦ and FVC > 0.5 give slightly different RMSE 
trends. Subsequently, we applied Eq. (10) to adjust the VZA-FVC effect, 
and the results (Fig. 11b and 11c) suggest that the errors of all the 
adjusted FSC values were not obviously reduced. 

The application of Eq. (10) may introduce significant uncertainties or 
errors in the predicted FSC when the land surface has a denser forest 
cover (FVC > 0.5; Fig. 11b). In contrast, a slight improvement in the 
estimated FSC was achieved when the FVC was < 0.3 and VZA was >
45◦. This demonstrates that Eq. (10) alone may not fully eliminate the 
influence of the VZA-FVC effect when estimating FSC. In the case of 
medium forest cover (0.3 < FVC < 0.5), there is no clear conclusion 
regarding the VZA-FVC effect. According to the adjustment results, the 
operation of Eq. (10) under different VZA and FVC conditions have been 
summarized in Fig. 11d, where “Recommend” indicates the recom-
mended adjustment in the conditions using Eq. (10) (VZA ∈ [45◦

, 70◦

)

and FVC ∈ [0, 0.3]]; “Not recommend” indicates the adjustment condi-
tions not recommended for dense forest cover conditions 
(FVC ∈ (0.5, 1]), or in VZA ∈ [0◦

, 45◦

) and FVC ∈ [0, 0.3]; “Undeter-
mined” indicates that it remains undetermined whether Eq. (10) should 
be utilized for medium forest coverage (FVC ∈ [0.3, 0.5]). 

After performing the “Recommend” adjustments, the error of the FSC 
estimates was reduced in the five validation scenes (A–E), with higher R 
and lower MAE and RMSE values (Table 4). A visual example of the VZA- 
FVC adjustment for FSC retrieval is shown in Fig. 12. In this case, the 
Full-Model performs quite well in predicting the FSC of Scene B (R =
0.950, MAE = 0.073, RMSE = 0.122). Fig. 12b and 12d show large 
underestimations in reference high FSC values (~1.0), where is vege-
tation cover region. Even though there was underestimation and over-
estimation in the adjusted FSC map (Fig. 12c and 12e), the accuracy 
metrics were significantly improved, with higher R (0.960 vs 0.950) and 
lower MAE (0.062 vs 0.073) and RMSE (0.110 vs 0.122) values, 
respectively. In most cases, the FSC values were improved at higher 
values (Fig. 12c and 12e). 

4.4. Validation analysis and FSC map comparison 

The MOD10A1 V6 FSC maps were compared to those generated by 
the Full-Model corr algorithm. Table 5 summarizes the accuracy metrics 
for the five validation scenes. Generally, the Full-Model corr showed a 
better capability for predicting the spatial variability of snow cover than 
MOD10A1 with reference to the accuracy metrics, with higher R and 
lower MAE and RMSE values (Table 5 and Fig. 13). Overall, there were 
significant improvements with the Full-Model corr algorithm compared 
to MOD10A1 in the combined validation data, with R values of 0.961 vs 
0.893 and RMSE values of 0.124 vs 0.202, respectively. According to the 
FVC values, three forest coverage classes (0–0.3, 0.3–0.5, and 0.5–1.0) 
were used to create three independent validation subsets to examine the 

Table 4 
Accuracy metrics for the predicted FSC (Before) and the adjusted FSC (After) by 
the recommend adjustment rules in five independent validation scenes (A–E) (cf. 
Fig. 12).   

Before (Full-Model) After (Full-Model corr) 

Scene A R  0.974  0.975 
MAE  0.039  0.037 
RMSE  0.069  0.067 

Scene B R  0.950  0.960 
MAE  0.073  0.062 
RMSE  0.122  0.110 

Scene C R  0.886  0.911 
MAE  0.137  0.096 
RMSE  0.155  0.138 

Scene D R  0.915  0.917 
MAE  0.139  0.136 
RMSE  0.165  0.164 

Scene E R  0.912  0.912 
MAE  0.094  0.091 
RMSE  0.120  0.120  

Table 5 
The comparison of FSC map generated from Full-Model corr and MOD10A1 in 
five independent validation scenes (A-E).   

FSC map name R MAE RMSE 

Scene A Full-Model corr  0.971  0.030  0.056 
MOD10A1  0.956  0.017  0.068 

Scene B Full-Model corr  0.961  0.060  0.107 
MOD10A1  0.879  0.056  0.186 

Scene C Full-Model corr  0.915  0.092  0.134 
MOD10A1  0.690  0.106  0.241 

Scene D Full-Model corr  0.928  0.129  0.156 
MOD10A1  0.856  0.087  0.217 

Scene E Full-Model corr  0.912  0.088  0.115 
MOD10A1  0.714  0.105  0.197  

X. Xiao et al.                                                                                                                                                                                                                                     



International Journal of Applied Earth Observation and Geoinformation 114 (2022) 103030

14

prediction performance of two methods further (Fig. 13). The FSC pre-
diction of the Full-Model corr algorithm in low FVC (0–0.3) performs 
best in comparison to the reference FSC, with a RMSE of approximately 
0.1. Compared to the MOD10A1 FSC data, the reduction in the RMSE of 
the FSC estimations for vegetation areas was approximately 40 %. 

Further analysis of the two scenes (Scenes B and D) shows that the 
Full-Model corr and the MOD10A1 results are quite successful in 
deriving the spatial distribution of FSC. However, the Full-Model corr 
FSC map captures snow cover variability better than the MOD10A1 FSC 
map, with a better agreement with the Landsat reference FSC data 
(Figs. 14 and 15, Table 5). Notably, the Full-Model corr underestimates 
at the edge of the snow-covered and snow-free areas (i.e., the snowline) 
in mountainous regions (Fig. 15), while the MOD10A1 FSC map suffers 
from overestimation at the snowline (error > 0.5; Figs. 14 and 15). The 
MOD10A1 data also tended to significantly overestimate lower refer-
ence FSC values (error > 0.5, corresponding to the edges of more densely 
vegetated areas) compared to the Full-Model corr FSC map (Figs. 14 and 
15). There is also evidence of the misclassification of snow cover as 
cloud in the MOD10A1 FSC map due to the inherent cloud-cover algo-
rithm error in the MOD10A1 product (Riggs and Hall, 2015); as 
observed in previous studies (Kuter, 2021), snow/cloud classification 
occurs at the edges of the snow cover area in mountainous regions and 
forest regions with sporadic snow cover. 

To further evaluate the improvements achieved by our proposed 

algorithm, we binarized the FSC data derived from the Full-Model corr 
and the MOD10A1 product (500 m resolution) using a threshold of 0.5. 
Based on the binarization results, the Full-Model corr FSC data per-
formed better than MOD10A1 FSC data on the five validation scenes 
(Fig. 16) with higher OA (0.962 vs 0.896) and Kappa coefficients (0.921 
vs 0.783). Specifically, there is an almost 8 % improvement in the OA of 
snow-cover detection using the Full-Model corr algorithm. When the 
FVC increases in areas with snow and vegetation, the weaker spectra 
signal of snow (Fig. 1) and the effects of viewing geometry led to inac-
curate FSC predictions and greater commission errors (i.e., lower Pre-
cision; Fig. 17). According to the results shown in Figs. 13 and 17, FSC 
prediction in densely vegetated areas was significantly improved using 
the Full-Model corr. 

5. Discussion 

5.1. Predictor variables 

The MODIS snow cover product V6 provides NDSI data with a range 
of 0 to 100 (Riggs and Hall, 2015) and neglects the cases where the NDSI 
< 0 (Huang et al., 2018), whereas Xin et al. (2012) found that the NDSI 
of snow cover pixels was negative in forested areas. This implies that 
using NDSI > 0 to determine snow tends to considerably underestimate 
the snow cover area because it excludes those areas corresponding to 

Fig. 14. Landsat false color images, Landsat-derived reference FSC maps, the predicted FSC map comparison in Scene C by Full-Model corr and MOD10A1 algorithm, 
and the corresponding error maps (i.e., Error = FSCgenerated − FSCreference). The error values are in the ranges [-1, 1], where the negative and positive error values 
represent underestimation and overestimation, respectively. White background in five images indicate the invalid or no data. 8 images are in the same projection 
coordinate system (Lambert azimuthal equal area). 
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NDSI < 0. Therefore, this study extended the NDSI range for FSC esti-
mation to less than 0. As shown in Fig. 1, the RSI and ARSI have the 
potential to distinguish snow-related signals in non- or low-vegetation 
cover areas because their spectral responses distinguish snow from 
vegetation (i.e., trees and grass). However, the RSI (and the ARSI) may 
have no distinctly unique advantages for densely vegetated areas 
(Fig. 1). For the majority of mixed pixels, the diversity of variable 
properties relating to surface-covered end-members makes it chal-
lenging to apply the snow cover identification strategy extensively. 
Additionally, the contributions of the 27 predictor variables in the non- 
forest-type model show completely different rank orders to those of the 
forest-type model (Figs. 7 and 8). This is probably because the spectral 
features of snowpack vary with land cover type and spatiotemporal 
conditions. 

For model input variable selection, several studies have used feature 
selection methods based on importance measurements to avoid time- 
intensive procedures (Belgiu and Drăgu, 2016; Xiao et al., 2021; Yang 
et al., 2021). The ranking of variable importance of machine learning 
methods is highly dependent on the training sample as well as the 

method used. For example, using multivariate adaptive regression 
splines (MARS) and random forest, Kuter (2021) showed that 
completely different importance ranks when inputting the same vari-
ables. Therefore, model variable feature selection methods may be 
arbitrary, and the transferability of the optimized variable features and 
the associated models may be limited when applying to a new study 
area. The predictor variables that are most suitable for FSC estimation 
need to be mor thoroughly investigated, and the importance ranking of 
variables in one study area should not be directly adopted in another 
area without prior checking. While our study focused specifically on 
vegetation, it should be note that terrain-related variables also have 
significant impacts on snow distribution (Czyzowska-Wisniewski et al., 
2015). 

5.2. Limitations of the Landsat-based reference FSC 

It is well-established that Landsat snow cover observations are 
relatively more accurate than those derived from MODIS data (Salo-
monson and Appel, 2004). Consequently, Landsat-derived reference FSC 

Fig. 15. Landsat false color images, Landsat-derived reference FSC maps, the predicted FSC map comparison in Scene D by Full-Model corr and MOD10A1 algorithm, 
and the corresponding error maps (i.e., Error = FSCgenerated − FSCreference). The error values are in the ranges [-1, 1], where the negative and positive error values 
represent underestimation and overestimation, respectively. White background in five images indicate the invalid or no data. 8 images are in the same projection 
coordinate system (Lambert azimuthal equal area). 
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datasets have been widely employed as the “true” observations in a large 
number of studies related to FSC retrieval using medium resolution 
remote sensing reflectance data (Dobreva and Klein, 2011; Kuter, 2021; 
Kuter et al., 2018; Metsämäki et al., 2015). Nevertheless, Metsämäki 
et al. (2015) showed that the validation results for the GlobSnow Snow 
Extent product were strongly dependent on the quality of the Landsat 
reference data, which to a certain extent, could not provide represen-
tative “true” observations for dense forest. In the case of the SNOMAP 
algorithm, highly patchy snow cover (i.e., low FSC) cannot be easily 
detected, while greater snow coverage (FSC > 0.6) can be detected with 
high accuracy (0.98) (Hall et al., 1995). Because of forest cover, patchy 
snow, and sensor observation conditions, as pointed out by Kuter et al. 
(2018), the binary snow cover detected by the SNOMAP algorithm (Hall 
et al., 1995) do have intrinsic errors, resulting in an inevitable bias in the 
generated Landsat reference FSC (Berman et al., 2018; Rittger et al., 

2013). Therefore, in some special cases, Landsat-based FSC reference 
maps may not represent the actual ground snow, especially in forested 
areas (Margulis et al., 2019; Metsämäki et al., 2015). 

5.3. Snow mapping in forest covered areas 

There are two main reasons why the observed FSC misrepresents the 
actual snow cover in forested areas (Rittger et al., 2020b). First, tree 
canopies and tall vegetation obscure satellite observations, making 
ground snow invisible in the satellite nadir view (Kostadinov et al., 
2019; Liu et al., 2008; Raleigh et al., 2013). Second, an increase in the 
sensor VZA decreases the visible proportion of forest gaps and stretches 
the pixels (Rittger et al., 2020b; Xin et al., 2012). To improve FSC 
estimation from surface reflectance in vegetated areas, it is necessary to 
establish a robust retrieval model and adopt a canopy adjustment 

Fig. 16. Comparison of the variation of binary statistics from Full-Model corr algorithm and MOD10A1 employed FSC binarization thresholds 0.5 in the combined 
validation scene. 

Fig. 17. Summary of binary statistics from Full-Model corr algorithm and MOD10A1 with FSC dataset divided based on FVC. The FSC data in five scenes (A-E) was 
converted into binary values using FSC binarization thresholds 0.5. 
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approach. However, without considering the reference FSC error, the 
direct adoption of a canopy adjustment approach may not yield the 
expected better results under all VZA-FVC conditions (Rittger et al., 
2020b). This may be because under the assumptions in Eq. (10), the 
visible FSC in open areas is applied in the FSC estimation in the canopy- 
covered areas but is not universally applicable across all land cover types 
(Kostadinov et al., 2019; Raleigh et al., 2013). 

There are many studies related to canopy snow interception and the 
validation of sub-canopy snow. For example, Lv and Pomeroy (2019) 
assessed snow cover interception in large forests using satellite obser-
vations, while others have tried to adjust for canopy effect in FSC 
mapping using LIDAR data (Kostadinov et al., 2019), and, at a local 
scale, ground measurements and MODIS data (Raleigh et al., 2013). 
Additionally, differential remote sensing observation times increase the 
complexity of applying canopy adjustment when estimating FSC. 
Raleigh et al. (2013) reported that multiple variables and factors influ-
ence snow cover accumulation and ablation rates in forested regions, 
resulting in different spatial patterns beneath the forest canopy and 
within forests viewable gap by satellite (Varhola et al., 2010). 

6. Conclusions 

Vegetation cover is a challenging factor in FSC estimation using 
satellite-based remote sensing data. To enhance FSC retrieval accuracy 
from MODIS surface reflectance data for complex and heterogeneous 
vegetation cover environments, we applied various types of variables 
derived from surface reflectance data and multiple MODIS products 
(Generality variables, Vegetation-Snow related variables, Location and 
Geometry related variables, and Auxiliary variables). Twenty sub-models 
trained using the ERT method were integrated to alleviate dependence 
on the quality of the training sample. Furthermore, the canopy adjust-
ment method was implemented to reduce the influence of canopy 
obscuration on FSC estimation in forested regions. Our validation results 
based on the independent Landsat dataset indicate that the proposed 
algorithm offers better performance for FSC prediction, by an average of 
11 %, compared to the Trimmed-Model under different vegetation 
covers. The application of the “Recommend” canopy adjustment method 
with the conditions of VZA ∈ [45◦

, 70◦

] and FVC ∈ [0, 0.3] can obtain 
more accurate FSC values relative to the Landsat reference FSC data. 
When compared with the MOD10A1 FSC datasets, the FSC prediction 
and snow cover detection using our algorithm were significantly 
enhanced under dense vegetation covers (RMSE = 0.124 vs 0.202 and 

OA = 0.921 vs 0.784, respectively; Figs. 13 and 16). However, because 
of some overestimation and underestimation of FSC still occur, future 
efforts should be made to separate the snow reflectance signal from that 
of other surface materials and evaluate outputs against more Landsat 
images encompassing a range of vegetation types. In particular, for 500 
m resolutions, a larger number of samples with different VZA and FVC 
values are needed to further verify the proposed canopy adjustment 
method. 
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Appendix 

See the Table A1, Table B1, Table C1, Table D1. 

Table A 
The regrouped classification of MCD12Q1 IGBP Land cover classification scheme.  

Original classes Original ID Reclassified classes Reclassified ID Reclass labels 

Evergreen needleleaf forest 1 Evergreen forest 1 Forest 
Evergreen broadleaf forest 2  
Deciduous needleleaf forest 3 Deciduous forest 2 
Deciduous broadleaf forest 4  
Mixed forests 5 Mixed forest 3 
Closed shrublands 6 Shrub 4 Non-Forest 
Open shrublands 7  
Woody savannas 8 Savannas 5 
Savannas 9  
Grasslands 10 Grasslands 6 
Permanent wetlands 11  
Croplands 12 Croplands 7 
Cropland/natural vegetation mosaic 14  
Urban and built-up lands 13 Bare land 8 
Permanent snow and ice 15  
Barren 16  
Water Bodies 17 Water 9 Water  
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Table B 
The information of selected Landsat 8 OLI training and validation scenes. Total training sample is 379,522 (cf. Fig. C in the Appendix), and 72,038 for forest-type and 
307,484 for non-forest type.  

Scene ID WRS-2 path/ row Date acquired Numbers of available pixels 

Training sample Testing sample 

Training scenes 
1 009/022 5 May 2016 10,273 119,575 
2 016/023 6 May 2016 19,090 121,133 
3 018/027 29 Jan. 2016 16,930 64,279 
4 026/030 4 Dec. 2015 18,535 129,923 
5 028/032 3 Jan. 2016 10,504 93,243 
6 030/034 16 Dec. 2015 2,095 81,668 
7 032/031 31 Jan. 2016 2,214 86,341 
8 032/036 30 Dec. 2015 7,278 56,259 
9 033/032 22 Jan. 2016 16,101 64,352 
10 039/033 13 Nov. 2015 20,092 103,777 
11 042/020 10 April 2016 26,125 91,135 
12 043/014 19 May 2016 16,666 99,358 
13 043/025 1 April 2016 30,200 94,932 
14 043/027 25 Nov. 2015 21,709 65,250 
15 043/033 16 March 2016 15,693 123,495 
16 049/016 27 April 2016 9,330 126,742 
17 052/022 31 March 2016 30,125 92,315 
18 056/014 28 April 2016 8,864 139,849 
19 063/015 12 March 2016 19,265 102,614 
20 063/017 4 Oct. 2015 13,506 71,183 
21 071/013 12 Oct. 2015 22,796 79,581 
22 073/018 18 March 2016 19,836 96,593 
23 076/013 24 April 2016 22,295 105,984 
Validation scenes 
A 030/032 1 Jan. 2016 58,564 
B 037/036 17 Dec. 2015 121,376 
C 039/020 21 April 2016 139,057 
D 064/017 20 April 2016 144,688 
E 075/017 16 March 2016 135,525 
Combined – – 599,210  

Table C 
Binary accuracy metrics description.   

Ground: Snow Ground: Snow-free 

Satellite: Snow True positive (TP) False positive (FP) 
Satellite: Snow-free False negative (FN) True negative (TN) 
OA = TP + TN/(TP+FN+FP+TN)

Precision = TP/(TP+FP) = 1 − CE 
Recall = TP/(TP+FN) = 1 − OE 
F1 score = (2*Precision*Recall)/(Precision+Recall)
Specificity = TN/(TN+FP)

Table D 
Performance of 20 FSC retrieval sub-models in 5 independent validation scenes (Appendix Table B). Bold face on each scene indicates the FSC results of the corre-
sponding model with the best FSC retrieval performance.   

Scene A Scene B Scene C Scene D Scene E 

Model ID R MAE RMSE R MAE RMSE R MAE RMSE R MAE RMSE R MAE RMSE 

Model_1  0.975  0.039  0.068  0.951  0.074  0.121  0.884  0.137  0.157  0.913  0.142  0.168  0.909  0.096  0.122 
Model_2  0.973  0.040  0.071  0.951  0.072  0.121  0.884  0.138  0.157  0.916  0.137  0.164  0.910  0.095  0.121 
Model_3  0.974  0.039  0.069  0.946  0.078  0.127  0.887  0.135  0.155  0.914  0.140  0.167  0.910  0.095  0.121 
Model_4  0.974  0.039  0.069  0.951  0.074  0.121  0.886  0.135  0.155  0.914  0.140  0.167  0.910  0.095  0.121 
Model_5  0.973  0.040  0.071  0.948  0.075  0.125  0.879  0.141  0.160  0.911  0.143  0.169  0.909  0.096  0.122 
Model_6  0.973  0.039  0.071  0.951  0.073  0.120  0.887  0.136  0.155  0.917  0.137  0.163  0.911  0.095  0.120 
Model_7  0.972  0.040  0.072  0.949  0.075  0.124  0.881  0.140  0.159  0.913  0.142  0.167  0.910  0.095  0.121 
Model_8  0.973  0.040  0.070  0.949  0.072  0.124  0.884  0.139  0.157  0.917  0.136  0.163  0.908  0.096  0.122 
Model_9  0.973  0.039  0.071  0.950  0.074  0.123  0.891  0.132  0.152  0.914  0.140  0.167  0.913  0.093  0.119 
Model_10  0.973  0.039  0.071  0.950  0.075  0.123  0.888  0.134  0.154  0.913  0.140  0.167  0.907  0.097  0.123 
Model_11  0.975  0.037  0.068  0.951  0.072  0.121  0.880  0.141  0.159  0.915  0.140  0.166  0.910  0.096  0.121 
Model_12  0.974  0.039  0.070  0.948  0.076  0.124  0.882  0.138  0.158  0.919  0.135  0.162  0.911  0.094  0.120 
Model_13  0.971  0.041  0.073  0.951  0.072  0.121  0.889  0.134  0.154  0.910  0.144  0.170  0.912  0.094  0.120 
Model_14  0.972  0.040  0.072  0.952  0.070  0.119  0.881  0.140  0.159  0.911  0.143  0.169  0.910  0.095  0.121 
Model_15  0.974  0.039  0.070  0.942  0.082  0.131  0.884  0.138  0.157  0.912  0.142  0.168  0.910  0.095  0.121 
Model_16  0.972  0.040  0.072  0.948  0.075  0.125  0.882  0.141  0.158  0.915  0.139  0.166  0.911  0.094  0.121 
Model_17  0.972  0.040  0.071  0.945  0.077  0.128  0.888  0.134  0.154  0.915  0.139  0.166  0.910  0.095  0.121 
Model_18  0.971  0.041  0.073  0.951  0.072  0.121  0.883  0.138  0.157  0.912  0.141  0.168  0.909  0.096  0.122 
Model_19  0.975  0.038  0.068  0.950  0.073  0.122  0.882  0.140  0.158  0.910  0.144  0.170  0.908  0.096  0.122 
Model_20  0.972  0.040  0.071  0.951  0.072  0.121  0.886  0.136  0.156  0.914  0.140  0.167  0.907  0.097  0.123 
Full-Model  0.974  0.039  0.069  0.950  0.073  0.122  0.886  0.137  0.155  0.915  0.139  0.165  0.912  0.094  0.120  
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See the Fig. A1, Fig. B1, Fig. C1, Fig. D1. 

Fig. A. The FVC distribution of the combined validation sample about 599,210 pixels with respect to the land cover types (cf. Tables 2 and 3).  

Fig. B. The VZA distribution of the combined validation sample about 599,210 pixels.  
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Fig. C. Histograms of 27 predictor variables and target variable (FSC) on training samples.  
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Fig. D. Histograms of 27 predictor variables and target variable (FSC) on validation data sets.  
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Déry, S.J., Brown, R.D., 2007. Recent Northern Hemisphere snow cover extent trends 
and implications for the snow-albedo feedback. Geophys. Res. Lett. 34, L22504. 
https://doi.org/10.1029/2007GL031474. 

Dietz, A.J., Kuenzer, C., Gessner, U., Dech, S., 2012. Remote sensing of snow - a review of 
available methods. Int. J. Remote Sens. 33, 4094–4134. https://doi.org/10.1080/ 
01431161.2011.640964. 

Dimiceli, C., Carroll, M., Sohlberg, R., Kim, D.H., Kelly, M., Townshend, J.R.G., 2015. 
MOD44B MODIS/Terra vegetation continuous fields yearly L3 global 250 m SIN grid 
V006. NASA EOSDIS L. Process. Distrib. Act. Arch. Cent. 

Dobreva, I.D., Klein, A.G., 2011. Fractional snow cover mapping through artificial neural 
network analysis of MODIS surface reflectance. Remote Sens. Environ. 115, 
3355–3366. https://doi.org/10.1016/j.rse.2011.07.018. 

Dozier, J., Painter, T.H., Rittger, K., Frew, J.E., 2008. Time-space continuity of daily 
maps of fractional snow cover and albedo from MODIS. Adv. Water Resour. 31, 
1515–1526. https://doi.org/10.1016/j.advwatres.2008.08.011. 

Friedl, M.A., Sulla-Menashe, D., Tan, B., Schneider, A., Ramankutty, N., Sibley, A., 
Huang, X., 2010. MODIS Collection 5 global land cover: Algorithm refinements and 
characterization of new datasets. Remote Sens. Environ. 114, 168–182. https://doi. 
org/10.1016/j.rse.2009.08.016. 

Geurts, P., Ernst, D., Wehenkel, L., 2006. Extremely randomized trees. Mach. Learn. 63, 
3–42. https://doi.org/10.1007/s10994-006-6226-1. 

Hall, D.K., Riggs, G.A., Salomonson, V.V., 1995. Development of methods for mapping 
global snow cover using moderate resolution imaging spectroradiometer data. 
Remote Sens. Environ. 54 (2), 127–140. 
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for fractional snow cover mapping in boreal zone based on a reflectance model. 
Remote Sens. Environ. 95, 77–95. https://doi.org/10.1016/j.rse.2004.11.013. 
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