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A B S T R A C T

Compared with traditional deterministic load forecasting, probabilistic load forecasting (PLF) help us un-
derstand the potential risks in the power system operation by providing more information about future
uncertainties of the loads. Quantile forecasting, as a kind of non-parametric probabilistic forecasting method,
has been well developed and widely used in PLF. However, the results of quantile forecasts are discrete,
which contain fewer details than density forecasts which provide the most comprehensive information. This
paper proposes a novel day-ahead load probability density forecasting method by transforming and combining
multiple quantile forecasts. The proposed method includes two main steps: transformation and combination.
In the first step, the kernel density estimation method is used to transform the individual quantile forecast
into the probability density curve; in the second step, an optimization problem is established to obtain the
weighted combination of different probability density forecasts. The perturbation search method is applied to
determine the optimal weight of each individual forecast. We demonstrate the effectiveness and superiority of
our proposed method using comprehensive case studies on the real-world load data from Guangdong province
in China, ISO New England (ISO-NE) in the US and Irish smart meter data. Case studies show that the combined
model is robust to kernel function selection in the transformation step and has better forecasting performance.
Compared with the best individual model, the purposed combined model has an accuracy improvement of
1.54% in the Guangdong dataset and 2.9% in the ISO-NE dataset in terms of the continuous ranked probability
score. The proposed combination forecasting method can be robust in high volatility scenarios.
1. Introduction

Due to the increasing integration of distributed energy resources
(DER) such as rooftop photovoltaic (PV) and energy storage, the elec-
trical load volatility increases rapidly. Traditional deterministic fore-
casting no longer meets our needs to accurately characterize future
loads, especially for the uncertainties. Probabilistic forecasting studies
the variation range of the load and the probability density in various
situations. Interval, quantile, density are three main forms of probabilis-
tic forecasting. In the face of future load fluctuations, probabilistic load
forecasting (PLF) can provide more valuable information for decision
making, which has become an important research direction of many
scholars at present [1].

Density forecasting is the most complete form of probabilistic fore-
casting in the above three forms. In general, there are two ways to
conduct density forecasting. One is to perform parameter estimation
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based on the assumed probability distribution, also known as para-
metric approaches; the other is non-parametric approaches [2]. For
parametric estimation, a deterministic forecast is needed to provide the
basis. The error of the deterministic forecast is fitted to an assumed
density function. Irwin et al. used Weibull distribution to process en-
ergy billing data [3]. Herman and Kritzinger [4] fitted Gaussian, Erlang,
Weibull, and Beta density function to distributions of the prediction er-
ror. Ghosh et al. compared three models based on Gaussian, log-normal
and Beta distribution to generate load data in distribution system
state estimation [5]. In [6], Beta distribution was further studied to
discover the residential consumer load’s uncertainty. To compensate for
the arbitrariness of the specific distribution assumption, the Gaussian
mixture model (GMM) mixes different types of distributions. It was used
in the system load forecast to obtain the load probability distribution
in [7]. However, because the actual load is changing and multiplicity,
vailable online 4 August 2020
306-2619/© 2020 The Authors. Published by Elsevier Ltd. Th

http://creativecommons.org/licenses/by-nc-nd/4.0/).

E-mail address: yiwang@eeh.ee.ethz.ch (Y. Wang).

https://doi.org/10.1016/j.apenergy.2020.115600
Received 16 April 2020; Received in revised form 9 June 2020; Accepted 24 July 2
is is an open access article under the CC BY-NC-ND license

020

http://www.elsevier.com/locate/apenergy
http://www.elsevier.com/locate/apenergy
mailto:yiwang@eeh.ee.ethz.ch
https://doi.org/10.1016/j.apenergy.2020.115600
https://doi.org/10.1016/j.apenergy.2020.115600
http://crossmark.crossref.org/dialog/?doi=10.1016/j.apenergy.2020.115600&domain=pdf
http://creativecommons.org/licenses/by-nc-nd/4.0/


Applied Energy 277 (2020) 115600S. Zhang et al.
assumed density functions are usually sub-optimal for various load
conditions [8,9]. Therefore, using an assumed distribution that does not
describe the true distribution well, the reliability of forecasting results
cannot be guaranteed.

Getting rid of restrictive pre-assumptions on the distributions, non-
parametric estimation has received a lot of attentions recently. Quantile
forecasting, as a kind of non-parametric estimation tools, has been
widely used in PLF. Liu et al. performed quantile regression averaging
on several sister point forecasts [10]. In [11], the Gaussian process
quantile regression (GPQR) model was proposed to handle load uncer-
tainty in a non-parametric way. Hong et al. launched the 2014 Global
Energy Forecast Competition (GEFCom2014) and promoted the rapid
development of quantile forecasting [12]. In GEFCom2014, the team
with the highest accuracy adopted the quantile generalized additive
models (GAM) [13], which showed the effectiveness of the quantile
forecasting method. By adding non-linear time-varying trend variables
to GAM, the partially linear additive quantile regression (PLAQR)
model significantly improved prediction accuracy [14]. In recent years,
a large number of machine learning methods have been emerged for
forecasting. Many machine learning techniques used in point forecast-
ing can be easily applied to quantile forecasting. For decision trees and
its derived models, Taieb et al. used a gradient boost regression tree
method to construct a quantile forecasting model [15]. Meinshausen
et al. introduced a method using random forest in quantile form [16].
The latest LightGBM also improved the support for the quantile loss
function, making LightGBM quantile forecasting much easier. For neu-
ral network models, Using quantile loss function to guide the training
process, a traditional LSTM network was applied to probabilistic fore-
casting in the form of quantiles [17]. In [18], a quantile regression
neural network (QRNN) with parameter embedding was established for
PLF. In [19], an improved quantile regression neural network (iQRNN)
was proposed, which was more accurate, stable, and computationally
efficient than traditional QRNN. In [20], a new model named LASSO-
QRNN was proposed to generate quantile forecasts, and the superiority
of the method was proved through the experiment on two real-world
datasets.

Because quantile forecasts provide less information than density
forecasts, meticulous depiction of load variation may be abandoned. By
transforming quantile forecasts into density forecasts, density results
can provide a holistic and detailed perspective on the load uncer-
tainty. Kernel density estimation (KDE) is a non-parametric estimation
method proposed by Rosenblatt [21] and Parsons [22]. It estimates
the probability density function (PDF) without any prior knowledge or
relevant assumptions about the sample distribution. Therefore, KDE is
a great bridge between quantile forecast and density forecast. Haben
et al. showed that the application of KDE to PLF may bring about the
improvement of performance [23]. He et al. used KDE with different
kernels to transform the quantiles obtained by support vector regression
into density forecasts [24].

Instead of focusing on one specific model, model combination can
often enhance the performance of the final model. In [25], a hybrid
ensemble method was developed via integrating six primary ensemble
algorithms and was proved to effectively improve the generalization
ability in low voltage load forecasting. In [26], Pierro et al. showed
when several data-driven forecasting methods were combined, there
was significant potential in accuracy improvement. In [27], Wang
et al. combined different quantile forecasting models to minimize the
quantile loss. Finally, the combined model had about 4% accuracy
improvement over the best individual model.

In addition to the model generation, transformation and combi-
nation of model, the evaluation of probabilistic forecasting model is
very important. Different from deterministic forecasting, the evaluation
of probabilistic forecasting is multi-dimensional. Reliability, sharpness,
and resolution are three effective evaluation dimensions in PLF [1].
Quantile loss function, which comprehensively evaluates the reliability
2

and sharpness of the model, is designed for quantile forecast [2].
For density forecasting models, we introduce the continuous ranked
probability score (CRPS) as a metric to evaluate the sharpness and
reliability of the model [28,29]. Previous studies showed that the use
of CRPS could more effectively reflect the performance of the model as
a whole rather than the performance at a single quantile [15,30].

Inspired by the KDE based density transformation and ensem-
ble learning in machine learning, this paper proposes a novel day-
ahead load probability density forecasting method by transforming and
combining multiple quantile forecasts. Different quantile regression
methods are firstly adopted to generate a series of quantile forecasts.
Then, we have studied the selection of kernel function in KDE and
the ensemble method of weight optimization. To determine the opti-
mal weights, we propose the perturbation search algorithm to search
weights through iterative refinement. Finally, we construct case studies
based on the real-world load data from Guangdong province in China,
ISO-New England in the US and smart meter data from Ireland.

The main contributions of this paper can be summarized as follows:

1. Proposing a practical method for the transformation and combi-
nation from quantile forecasts into density forecasts;

2. Designing the optimal weight determination approach, and using
perturbation search for iterative solution;

3. Demonstrating the effectiveness and superiority of the proposed
method by case studies with three real-world data sets.

The rest of this paper is organized as follows: Section 2 introduces
the framework of our proposed method; Section 3 introduces different
quantile regression models for generating individual quantile fore-
casts; Section 4 shows the transformation from quantile forecasts into
probability density forecasts; Section 5 proposes a perturbation search
algorithm to determine the optimal weights for different individual
forecasts; Section 6 conducts the case studies on real-world load data
from different datasets; Section 7 draws the conclusions.

2. Problem statement and framework

Transforming and combining quantile forecasts into density fore-
casts includes four aspects: model generation, model transformation,
model combination, and model evaluation, as shown in Fig. 1.

Accordingly, there are four corresponding issues for the above four
aspects:

1. Generate a series of non-parametric forecasting models. These
models should contain enough information about future load un-
certainties. In addition, these models need to be as independent
as possible to improve the generalization of forecasts.

2. Transform the discrete quantiles into continuous density curve.
The transformation process should avoid involving parameter
estimation. In addition, this method should be able to give
different PDF shapes for input data with different distributions.

3. Combine multiple forecasting models to a probability density
forecasting model. On this issue, we need to explore a com-
putable and tractable weight optimization algorithm.

4. Evaluate the combined model on the test datasets. The evalua-
tion index should be able to comprehensively reflect the perfor-
mance of the PLF model.

The above issues will be addressed in the following sections.

3. Quantile forecasts generation

This section briefly introduces five different quantile forecasting
methods (Q-LR, Q-RF, Q-GBRT, Q-LGBM, Q-GRU) that are used for

generating different individual quantile forecasts.
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Fig. 1. Procedures of the proposed method that transforms and combines multiple quantile forecasts into a combined density forecast.
3.1. Quantile regression

Quantile regression (QR) estimates parameters for each quantile
under the guidance of quantile loss that is the sum of asymmetric
absolute residuals. QR model is trained by solving an optimization
problem that minimizes the quantile loss:

𝐖𝑛,𝑞 = argmin
𝐖𝑛,𝑞

𝑇
∑

𝑡=1
𝐿𝑛,𝑡,𝑞

(

𝑦𝑡, 𝑓𝑛,𝑞(𝐗𝑛,𝑡,𝐖𝑛,𝑞)
)

. (1)

For each quantile 𝑞 and regression model 𝑛, the quantile forecasting
model 𝑓𝑛,𝑞

(

𝐗𝑛,𝑡,𝐖𝑛,𝑞
)

can be established. The forecasting result of the
model is denoted as �̂�𝑛,𝑡,𝑞 . In the Eq. (1), 𝐖𝑛,𝑞 is the parameter to be
optimized; 𝐗𝑛,𝑡 is the input feature vector and 𝑦𝑡 is the real load at time
𝑡; 𝐿𝑛,𝑡,𝑞

(

𝑦𝑡, �̂�𝑛,𝑡,𝑞
)

is the quantile loss of the model at time 𝑡:

𝐿𝑛,𝑡,𝑞
(

𝑦𝑡, �̂�𝑛,𝑡,𝑞
)

=

{

(

𝑦𝑡 − �̂�𝑛,𝑡,𝑞
)

× 𝑞 �̂�𝑛,𝑡,𝑞 ≤ 𝑦𝑡
(

�̂�𝑛,𝑡,𝑞 − 𝑦𝑡
)

× (1 − 𝑞) �̂�𝑛,𝑡,𝑞 > 𝑦𝑡.
(2)

The quantile loss function, also known as pinball loss function, is an
indicator to measure the performance of the quantile regression model.
The smaller the quantile loss, the better the quantile regression model.

By varying the value of 𝑞, a total of 𝑄 quantiles of the electric load
during the time 𝑇 can be obtained. The average quantile loss 𝐿𝑛 can
be used to represent comprehensive performance of the 𝑛-th quantile
forecasting model:

𝐿𝑛 =
1

𝑇 ×𝑄

𝑇
∑

𝑡=1

𝑄
∑

𝑞=1
𝐿𝑛,𝑡,𝑞

(

𝑦𝑡, �̂�𝑛,𝑡,𝑞
)

. (3)

3.2. Quantile regression models

1. Q-LR: Quantile linear regression (Q-LR) is the combination of
quantile loss and linear regression. This method assumes the lin-
earity between explanatory and explained variables. For Eq. (1),
the regression model 𝑓𝑛,𝑞(𝐗𝑛,𝑡,𝐖𝑛,𝑞) can be formulated as:

�̂�𝑛,𝑡,𝑞 = 𝑓𝑛,𝑞(𝐗𝑛,𝑡,𝐖𝑛,𝑞) = 𝐗𝑛,𝑡 ⋅𝐖𝑛,𝑞 . (4)

where 𝐗𝑛,𝑡 = [𝑑𝑡−𝐻 , 𝑑𝑡−𝐻−1, 𝑑𝑡−2𝐻+1, 𝑑𝑡−2𝐻 , 𝑑𝑡−2𝐻−1, 𝑑𝑡−3𝐻 ]. It con-
tains the similar time load values in the past three days, where
𝐻 denotes the total number of time points in a day.

2. Q-GRU: Recurrent neural network (RNN) is a type of neural
network that is suitable to process time-series data. RNN not
only have weight connections between layers like ANN, but also
weight connections between neurons in different layers. The
gated recurrent unit (GRU) is a variant of RNN proposed by
Cho [31]. The newly introduced ‘‘reset" gate 𝐑𝑡,𝑞 and ‘‘update"
gate 𝐙 control the memory and the update operation of the
3

𝑡,𝑞
unit, respectively. Specifically, for each quantile 𝑞, the principle
of GRU forward propagation can be described as:

𝐑𝑡,𝑞 = 𝜎(𝐖𝑟,𝑞 ⋅ [𝐇𝑡−1,𝑞 ,𝐗𝑛,𝑡])

𝐙𝑡,𝑞 = 𝜎(𝐖𝑧,𝑞 ⋅ [𝐇𝑡−1,𝑞 ,𝐗𝑛,𝑡])

�̃�𝑡,𝑞 = tanh(𝐖�̃�,𝑞 ⋅ [𝐑𝑡,𝑞 ∗ 𝐇𝑡−1,𝑞 ,𝐗𝑛,𝑡])

𝐇𝑡,𝑞 = (1 − 𝐙𝑡,𝑞) ∗ 𝐇𝑡−1,𝑞 + 𝐙𝑡,𝑞 ∗ �̃�𝑡,𝑞

𝑦𝑛,𝑡,𝑞 = 𝜎(𝐖𝑜,𝑞 ⋅𝐇𝑡,𝑞),

(5)

where square brackets indicate that the two vectors are con-
nected; asterisk indicates the product of the matrix; 𝜎 and 𝑡𝑎𝑛ℎ
represent sigmoid and tanh activation functions respectively;
�̃�𝑡,𝑞 represents new information at time 𝑡 in the candidate hidden
layer; 𝐇𝑡,𝑞 represents updated information at time 𝑡 in the final
hidden layer; 𝐇𝑡,𝑞 passes the dense layer with the sigmoid acti-
vation function, and finally outputs 𝑦𝑛,𝑡,𝑞 . The input vector 𝐗𝑛,𝑡 =
[ℎ,𝑊 ,𝑀, 𝑑𝑡−𝐻 , 𝑑𝑡−𝐻−1, 𝑑𝑡−2𝐻+1, 𝑑𝑡−2𝐻 , 𝑑𝑡−2𝐻−1, 𝑑𝑡−3𝐻 ], where ℎ is
the order of the time point in a day, 𝑊 is the order of the day
in a week, and 𝑀 is the order of the month in a year.
Constrained by the range of activation functions, normalization
processing is needed to bring all input features into the range
[0, 1]. For Q-GRU, the number of neurons in the hidden layer is
the hyper-parameter that needs to be preset before the training.
Through grid search, we can choose the optimal neuron quantity
for different regions.

3. Q-RF: Random forest (RF) is an ensemble learning model based
on the classification and regression tree (CART). It uses the
bootstrap aggregating (Bagging) method to combine multiple
weak classifiers into a strong classifier. Due to the adoption of
the ensemble algorithm, it usually has higher precision than a
single method, and can effectively deal with high-dimensional
features without complicated hyper-parameter tuning process.
For different decision trees 𝑇𝑛𝑅𝐹 (⋅), there are different weight
parameters 𝐖𝑛𝑅𝐹 . The input feature vector 𝐗𝑛,𝑡 is the same as
that in Q-GRU. After the decision trees are trained, each tree can
output a prediction result �̂�𝑡,𝑛𝑅𝐹 . Finally, the expectation can be
obtained by averaging all the decision trees:

�̂�𝑡,𝑛𝑅𝐹 = 𝑇 (𝐗𝑛,𝑡,𝐖𝑛𝑅𝐹 ) (6)

�̂�𝑡 =
1

𝑁𝑅𝐹

𝑁𝑅𝐹
∑

𝑛𝑅𝐹=1
�̂�𝑡,𝑛𝑅𝐹 . (7)

In the above process, RF does not explicitly predict quantiles.
Since RF has given multiple predictions �̂�𝑡,𝑛𝑅𝐹 for the same input
vector, the prediction of each tree can be seen as a forecasting
value. The results of each tree can be aggregated into a condi-
tional distribution 𝑃 (𝑌 ≤ 𝑦|𝑋 = 𝑥), thereby quantile forecasts
can be obtained by empirical cumulative distribution function
(CDF).
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For Q-RF, there are three hyper-parameters that need to assign.
With grid search, the total number of trees, minimum sample
segmentation, and maximum depth are selected optimally. Since
different quantiles are empirical samples, to reduce the devia-
tion, the total amount of decision trees should not be too small.
So we limit the total number of trees to no less than 500.

4. Q-GBRT: Gradient boosting regression tree (GBRT) is another
ensemble regression model based on decision trees. Unlike RF
model, each tree in the GBRT creates a new model to minimize
residual of the previous training. Through iterative solution,
the accuracy and generalization ability of model are gradually
improved. In training, the quantile loss function 𝐿𝑛,𝑡,𝑞

(

𝑦𝑡, �̂�𝑛,𝑡,𝑞
)

is used. For the 𝑛𝐺𝐵-th iteration, the calculation process is shown
in Eq. (8):

𝑓 𝑛𝐺𝐵
𝑛 (𝐗𝑛,𝑡) = 𝑓 𝑛𝐺𝐵−1

𝑛 (𝐗𝑛,𝑡)

+ 𝜆
𝑀𝐺𝐵
∑

𝑚𝐺𝐵=1
𝜉𝑚𝐺𝐵 ,𝑛𝐺𝐵

𝐼(𝐗𝑛,𝑡 ∈ 𝑅𝑚𝐺𝐵 ,𝑛𝐺𝐵
),

(8)

where 𝑀𝐺𝐵 is the total number of terminal nodes; 𝑅𝑚𝐺𝐵 ,𝑛𝐺𝐵
denotes the 𝑀𝐺𝐵 disjoint regions; 𝐗𝑛,𝑡 denotes the same input
vector as Q-GRU; 𝜉𝑚𝐺𝐵 ,𝑛𝐺𝐵

denotes the optimal terminal node,
which is calculated as:

𝜉𝑚𝐺𝐵 ,𝑛𝐺𝐵
= argmin

𝜉

∑

𝐗𝑛,𝑡∈𝑅𝑚𝐺𝐵,𝑛𝐺𝐵

𝐿
(

𝑦𝑡, 𝑓
𝑛𝐺𝐵−1
𝑛 (𝐗𝑛,𝑡,𝐖𝑛,𝑞,𝑛𝐺𝐵−1) + 𝜉

)

.

(9)

Q-GBRT involves a complex hyper-parameter adjustment pro-
cess. The number of iterations (i.e. the number of trees) and
the maximum depth are the main hyper-parameters. Similarly,
grid search method used for each region to optimize the hyper-
parameter selection. In addition, to reduce over-fitting, the min-
imum number of leaves per node and splits, the maximum
number of features and the sub-sample ratio also need to be
carefully chosen.

5. Q-LGBM: LightGBM is a distributed improvement of traditional
GBRT. Thanks to the histogram method, LightGBM can sig-
nificantly reduce computational cost while facilitating parallel
operations. Due to the special way the data is processed, results
of Q-LGBM differ from that of GBRT. Hence, LightGBM will also
be used as an independent method to participate in our research.
For Q-LGBM, the accuracy mainly depends on the number of
leaves 𝑛𝑙𝑒𝑎𝑓 . By adjusting the parameters to limit the maxi-
mum depth, selecting an appropriate sample sampling ratio and
minimum split weight, over-fitting can be greatly suppressed.

4. Kernel density estimation based forecast transformation

Based on the quantile forecasting results, we can transform a series
of quantiles into a continuous density curve. KDE method estimates the
unknown density function from data itself. It uses a kernel function to
fit the data points to form an optimal estimate of the true probability
distribution. The KDE result can be expressed as:

�̂�𝑛,𝑡(𝑥) =
1

𝑄𝑤

𝑄
∑

𝑞=1
𝐾
(𝑥 − �̂�𝑛,𝑡,𝑞

𝑤

)

, (10)

here 𝑤 is bandwidth; �̂�𝑛,𝑡,𝑞 is the quantile forecasting result; 𝐾(⋅) is
he kernel function.

In theory, when there are enough points input, the loss of efficiency
s small for the different kernels [32]. However, when the number
f input points is limited, the choice of the kernel functions matters.
n previous studies, Gaussian kernel [33], Epanechnikov kernel [34],
niform kernel [20] and triangular kernel [35] have been widely
sed in KDE. Table 1 compares the form and domain of these kernel
4

unctions.
able 1
he function form and domain of four common used kernel functions.
Type Gaussian Epanechnikov Triangular Uniform

Form 1
√

2𝜋
exp (− 𝑥2

2
) 3

4
(1 − 𝑥2) (1 − |𝑥|) 1

2

Domain (−∞,+∞) [−1,+1] [−1,+1] [−1,+1]

Since system load cannot be negative, the predicted probability
distribution range should not contain the negative part. If we sim-
ple select positive part and re-normalization, the estimation usually
underestimates the density. This is because estimator cannot feel the
boundary, and penalizes for the lack of data on the negative axis. The
most direct idea is that we put some mirror data on the negative axis.
This method of boundary correction is called the reflection method.
The reflection method adds reflection data centered on the boundary,
and then we estimate a new distribution. Eq. (11) is the KDE result for
𝑥 ≥ 0. For 𝑥 < 0, �̂�𝑛,𝑡(𝑥) will become 0.

̂ 𝑛,𝑡(𝑥) =
1

𝑄𝑤

𝑄
∑

𝑞=1

[

𝐾
(𝑥 + �̂�𝑛,𝑡,𝑞

𝑤

)

+𝐾
(𝑥 − �̂�𝑛,𝑡,𝑞

𝑤

)

]

. (11)

After carrying out the model transformation, five density forecasting
models (D-LR, D-GRU, D-RF, D-GBRT, D-LGBM) can be obtained. All
models give predictions on the same load value, which benefits the
following combination work.

5. Optimal weighted combination

Model combination can improve the generalization ability of the
model, and may improve the accuracy and robustness of the model.
This section discusses three issues about model combination: density
forecast performance metrics, combination method, and program algo-
rithm to achieve optimal weights. At the same time, five competing
methods are introduced as the benchmark.

5.1. Metrics: Continuous Ranked Probability Score (CRPS)

CRPS is a comprehensive index which evaluates the reliability and
sharpness of density forecasting model [28]. Fig. 2 shows the calcula-
tion of the CRPS function. The CPRS does not focus on any particular
point of the probability distribution but considers the predicted distri-
bution as a whole. CRPS evaluates the square of the differential area
between the CDF of observation and the CDF of prediction. The smaller
the score, the closer the probability distribution is to the true distribu-
tion, and the better the performance of the forecast. CRPS generalize
the mean absolute error (MAE): while the forecasts are probabilistic,
the observations are deterministic. If the forecast is deterministic, it is
reduced to the MAE. For density forecasting model 𝑛 at time 𝑡, 𝑋 is
a random variable of the predicted probability distribution, 𝐹𝑛,𝑡(𝑦) =
𝐏[𝑋 ≤ 𝑦] = ∫ 𝑦

−∞ �̂�𝑛,𝑡(𝜆)𝑑𝜆 represents the CDF of the random variable 𝑋,
where �̂�𝑛,𝑡(𝜆) is the PDF of 𝑋. The CRPS for model 𝑛 at time 𝑡 is defined
as

𝐶𝑅𝑃𝑆𝑛,𝑡(𝐹𝑛,𝑡(𝑦), 𝑦𝑡) = ∫

+∞

−∞
(𝐹𝑛,𝑡(𝑦) − 𝐈(𝑦 − 𝑦𝑡))2𝑑𝑦, (12)

where 𝑦𝑡 is the true value; 𝐈(𝑦 − 𝑦𝑡) is the Heaviside step function. If
𝑦 ≥ 𝑦𝑡, 𝐈(𝑦 − 𝑦𝑡) is 1, otherwise 0.

5.2. Method: Probabilistic load forecasting model combination

Model combination is a comprehensive consideration of the fore-
casting results of each model. We weighted the model as a whole
by choosing weights for each model. Based on the individual density
models, the PDF of the combined density model �̂�𝑡(𝑥) can be calculated
as

�̂�𝑡(𝑥) =
∑

𝜔𝑛�̂�𝑛,𝑡(𝑥). (13)

𝑛
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Fig. 2. Schematic diagram of CRPS function.

To find the optimal weight, we convert the weight determination
rocedure into an optimization problem to minimize CRPS:

𝜔𝑛 = argmin
𝜔𝑛

∑𝑇
𝑡=1 𝐶𝑅𝑃𝑆𝑡(𝐹𝑡(𝑦), 𝑦𝑡)

𝑇

= argmin
𝜔𝑛

∑𝑇
𝑡=1 𝐶𝑅𝑃𝑆𝑡(∫

𝑥
−∞

∑

𝑛 𝜔𝑛�̂�𝑛,𝑡(𝜆)𝑑𝜆, 𝑦𝑡)
𝑇

s.t.
𝑁
∑

𝑛=1
𝜔𝑛 = 1, 𝜔𝑛 ≥ 0 ∀𝑛 ∈ [1, 𝑁],

(14)

here 𝐶𝑅𝑃𝑆𝑡(𝐹𝑡(𝑦), 𝑦𝑡) is the CRPS value under 𝐹𝑡(𝑦) of the combined
odel; �̂�𝑛,𝑡(⋅) is the KDE process introduced in Section 4.

As shown in Eq. (12), there is no explicit analytical expression for
he objective function to minimize CRPS. Therefore, common optimiza-
ion methods, such as gradient method and quasi-Newtonian method,
re hard to be applied to this problem. Therefore, the difficulty of the
ombination lies in how to achieve optimal weight efficiently.

.3. Algorithm: Perturbation search

The main idea of perturbation search is to change the weight of
ach model slightly, find the maximum improvement direction, and
eep iterating to improve the performance until no improvement can
e made. Fig. 3 is the diagram of the iteration process. To be specific,
ne round of perturbation search consists of three steps: (1) start from
nitial weights obtained in the last round; (2) add small disturbances to
ifferent weights and normalize the weights to form a set of candidates;
3) find the weights of the model with the smallest CRPS as the initial
eight for the next iteration.

Using perturbation search algorithm, the detail calculation process
f the purposed method is provided in Algorithm 1:

.4. Competing methods

The order of model transformation and model combination can be
eversed, and the combination strategies can vary. In this subsection,
e will introduce five competing methods in comparison with our
urposed method.

Because model combination can be done directly after quantile
orecast generation or after KDE process, methods can be divided into
wo categories:
5

k

Algorithm 1: Perturbation Search Based Model Combination Method

Input: initial weight W(0) =
[

𝜔(0)
1 ;𝜔(0)

2 , ..., 𝜔(0)
𝑁

]

; step length
(disturbance) 𝜖; density forecasting result �̂�𝑛,𝑡(𝑥); real value 𝑦𝑡

utput: optimal weight W∗ = [𝜔∗
1 , 𝜔

∗
2 , ..., 𝜔

∗
𝑁 ]

nitial:
efine iteration count 𝑖 = 0; temp vector
𝑡𝑒𝑚𝑝 =

[

𝑤1, 𝑤2, ..., 𝑤𝑁
]

=W(0); Calculate 𝐶𝑅𝑃𝑆(0)

epeat
Increment the counter value and update the weights:
i=i+1
W(𝑖) =W𝑡𝑒𝑚𝑝
for n=1 to N do

Load previous weights:
W𝑡𝑒𝑚𝑝 =W(𝑖)

Add small perturbations to the model 𝑛:
𝑤𝑛 = 𝑤𝑛 + 𝜖
Normalize so that the sum of the weights is 1:
W𝑡𝑒𝑚𝑝 =

W𝑡𝑒𝑚𝑝
∑𝑁

𝑛=1 𝑤𝑛

for t=1 to T do
Obtain the combined density model’s PDF:
for All x do

�̂�𝑡(𝑥) =
∑𝑁

𝑛=1 𝑤𝑛�̂�𝑛,𝑡(𝑥)
end
Integrate to get CDF:
𝐹𝑛,𝑡(𝑥) = ∫ 𝑥

−∞ �̂�𝑡(𝜆)𝑑𝜆
Calculate 𝐶𝑅𝑃𝑆(𝑖)

𝑛,𝑡 based on the result of CDF:
𝐶𝑅𝑃𝑆(𝑖)

𝑛,𝑡 = ∫ +∞
−∞ (𝐹𝑛,𝑡(𝑥) − I(𝑥 − 𝑦𝑡))2𝑑𝑥

end
Calculate the average CRPS of the model with increasing
weight of model 𝑛:

𝐶𝑅𝑃𝑆(𝑖)
𝑛 =

∑𝑇
𝑡=1 𝐶𝑅𝑃𝑆(𝑖)

𝑛,𝑡
𝑇

end
Label model with minimum 𝐶𝑅𝑃𝑆𝑛 as 𝐶𝑅𝑃𝑆(𝑖) and its weights as
W𝑡𝑒𝑚𝑝.

ntil 𝐶𝑅𝑃𝑆(𝑖) > 𝐶𝑅𝑃𝑆(𝑖−1);
utput result: W∗ =W(𝑖−1)

1. Transformation first model (name ends with K): Firstly, KDE
is performed on individual quantile forecasting models to gen-
erate a total of 𝑁 density forecasting models. Secondly, the PDF
is weighted to obtain a combined density forecast. As shown in
the Eq. (15), �̂�𝑛,𝑡(𝑥) is the model 𝑛’s PDF at time 𝑡, and �̂�𝑡(𝑥) is
the combined density forecasting result at time 𝑡:

�̂�𝑡(𝑥) =
∑

𝑛
𝜔𝑛�̂�𝑛,𝑡(𝑥) (15)

2. Combination first model (name ends with E): For each indi-
vidual quantile model, a weight of 𝜔𝑛 is chosen firstly, and each
individual model is weighted to form a new combined quantile
forecasting model as Eq. (16). Then KDE is performed to get
a combined density forecasting model. In this case, we do the
combining work with quantiles, �̂�𝑛,𝑡,𝑞 is the model 𝑛’s q-quantile
forecasting value at time 𝑡, and �̂�𝑡,𝑞 is the combined q-quantile
value at time 𝑡.

�̂�𝑡,𝑞 ≈
∑

𝑛
𝜔𝑛�̂�𝑛,𝑡,𝑞 ∀𝑞 ∈ [1, 2,… , 𝑄] (16)

Noting that weighting results at quantiles is not necessarily the
real result of combined model at these quantiles, this method
may have an approximation [27].

In addition to the order of transformation and combination, for each

ind of order, there are three ways to determine the weight.
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Fig. 3. An iteration perturbation search diagram.
T
B

1. Best weight (BW): The weights are determined by the CRPS-
guided perturbation search algorithm as Algorithm 1.

2. Simple average (SA): This strategy applied equal weight to each
model:

𝜔𝑛 = 1∕𝑁. (17)

3. Weighted average (WA): Models with higher prediction accuracy
have higher weights:

𝜔𝑛 =

1
𝐿𝑛

∑𝑁
𝑛=1

1
𝐿𝑛

(18)

According to different order and weight determination strategy,
there are several competing methods:

1. BW-E: Compared with the purposed method, perturbation search
algorithm is also used, but the combination work is prior to
the transformation. A similar form of optimization problem
is established. KDE 𝑘𝑡(𝑥) inputs the combined quantile model
results and is calculated in every iteration, which may cause
heavy calculation burden.

𝜔𝑛 = argmin
𝜔𝑛

∑𝑇
𝑡=1 𝐶𝑅𝑃𝑆𝑡(𝐹𝑡(𝑦), 𝑦𝑡)

𝑇

= argmin
𝜔𝑛

∑𝑇
𝑡=1 𝐶𝑅𝑃𝑆𝑡(∫

𝑥
−∞ 𝑘𝑡(𝜆)𝑑𝜆, 𝑦𝑡)
𝑇

= argmin
𝜔𝑛

∑𝑇
𝑡=1 𝐶𝑅𝑃𝑆𝑡(∫

𝑥
−∞ 𝑘𝑡(𝜆)

|

|

|�̂�𝑡,𝑞=
∑

𝑛 𝜔𝑛 �̂�𝑛,𝑡,𝑞
𝑑𝜆, 𝑦𝑡)

𝑇

s.t.
𝑁
∑

𝑛=1
𝜔𝑛 = 1, 𝜔𝑛 ≥ 0 ∀𝑛 ∈ [1, 𝑁].

(19)

2. SA-K: Each model has equal weight, and model transformation
is before model combination. The combined model is obtained
by Eq. (15).

3. SA-E: Each model has equal weight. Combination process is
like Eq. (16). After that, the single combined quantile model is
transformed into the density model using KDE.

4. WA-K: Weighted by the reciprocal of the value of the quantile
loss function and the rest of the process is similar to SA-K.
6

able 2
W-K method and other competing methods.
Priority Strategy

Best weight Simple average Weighted average

Transformation first BW-K(Proposed) 2.SA-K 4.WA-K
Combination first 1.BW-E 3.SA-E 5.WA-E

5. WA-E: Weighted by the reciprocal of the value of the quantile
loss function and the rest of the process is similar to SA-E.

The method proposed in this paper can be called BW-K because
perturbation search algorithm is used and transformation precedes
combination. Table 2 summarizes the competing combination methods
from two aspects: (1) the order of model combination and model
transformation; (2) the weight determination strategies.

6. Case studies

In this section, we carry out two detailed case studies on the system
load data from Guangdong Province in China and ISO-NE in the United
States. Case studies of residential smart meters in Ireland are also
implemented to verify the adaptability of the proposed method to high-
volatility scenarios. The effectiveness and superiority of the proposed
method have been fully demonstrated. The training and analysis work
of this study is done on a laptop (CPU: Intel Core 6700HQ, memory:
16 GB, GPU: Nvidia GeForce 960M). The quantile forecasting model
is based on the Python 3.7.2 environment, using the TensorFlow [36]
1.14.1 GPU version as the framework. The weight determination of the
combined model and the assessment of the model are done in MATLAB
R2019a.

6.1. Experiment setups

Using the same data for model generation and model combination
has a high risk of over-fitting. To avoid this, we divide the original data
set into three parts in chronological order, namely D1, D2, D3. D1 is
the data set for individual model training and hyper-parameter tuning.
In particular, for GRU, GBRT, RF and LGBM models, the 5-fold cross-

validation method is used in D1. D2 is used to determine the weight
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1

Fig. 4. Time series graph of load from Guangdong province. The solid color line is the 50-quantile forecasting value, the color shading is the range of variation between the
0-quantile and 90-quantile forecasting values, and the black line is the real load.
Table 3
Average CRPS of load from Guangdong province for each individual model and combined model. Gaussian kernel function is
used for KDE.
Data sets Models

RF GRU GBRT LR LGBM SA-E WA-E BW-E SA-K WA-K BW-K

Train Set 128.24 127.28 118.88 137.11 114.17 115.28 115.01 113.59 114.39 114.22 113.50
Test Set 118.53 114.25 122.92 129.33 104.75 103.92 103.85 103.14 103.17 103.03 102.88
of the combined model. D3 is used to evaluate the combined model.
The ratio of the length of the D1: D2: D3 is simply chosen to be 2: 1:
1 for the 4-year time scale, thereby reducing the impact of monthly
fluctuations of the load on the overall forecasting performance. In this
study, if the load characteristics change in one of D1, D2, and D3, the
result may be affected. The time span of the available residential smart
meter data is less than 4 years. We divide the data set according to
2:1:1 ratio, ignoring the possible impact of seasonality. Although data
split is not the scope of this article, it can be solved by building a more
refined data partition model [37] and using cross-validation to divide
the optimal data set [38,39].

Input feature selection is a tricky work, which impacts efficiency
and accuracy. In our study, we followed two general methodologies:
(1) similar day method and (2) recency effect. Lagged variables contain
the similar time load values in the past three days. Category variables
help models distinguish between weekdays and weekends, seasonal
characteristics, and day-night characteristics. In our early study, we
have tested lots of input feature portfolio. The input features with
three-day lagged variables can achieve high accuracy with reasonable
amount of computation.

6.2. Case studies on load data from Guangdong province

This case study is conducted on the system load from Guangdong
province in China from 2003 to 2006. This data set is sampled every
15 min, which is 96 points a day. In the process of establishing quantile
model, LR, GRU, RF, GBRT and LGBM model takes 1.81 s, 1002 s,
289.5 s, 983.6 s and 4.77 s. KDE takes 38.44 s, and the optimal weight
selection takes 233.55 s. The optimal weight is reached after 135
iterations. The total time of this method is acceptable for the day-ahead
load forecasting of a single area.

Fig. 4 provides the 7-day forecasting results for each individual
model from November 27, 2006, to December 3, 2006. It can be seen
that the real load is within the fluctuation range of each individual
model most of the time, and the trend of the predicted value is similar
to the real value. Among them, the linear model has a large prediction
interval. The tree-based models have small fluctuation, but there may
be a glitch in the prediction. The GRU model is usually stable, but it is
not accurate enough to describe the peak load.

Fig. 5 is a PDF graph for every hour of the individual model and
BW-K model on November 27, 2006. The vertical red line is the true
7

load value, and the curves of other colors are the probability density
Table 4
Average CRPS of load from Guangdong province with different kernel functions for
each individual model and combined model.

Kernels Models

RF GRU GBRT LR LGBM SA-E WA-E BW-K

Gaussian 118.53 114.25 122.92 129.33 104.75 103.92 103.85 102.88
Epanechnikov 118.83 114.49 123.22 129.74 104.93 104.30 104.22 103.14
Triangle 118.72 114.39 123.13 129.58 104.87 104.17 104.10 103.05
Uniform 119.05 114.68 123.45 129.98 105.08 104.54 104.47 103.47

Table 5
BW-K model weight table of load from Guangdong province for combined models with
different kernel functions.

Kernels Models

RF GRU GBRT LR LGBM

Gaussian 0.1459 0.0527 0.1277 0.0854 0.5883
Epanechnikov 0.1462 0.0565 0.1263 0.0818 0.5892
Triangle 0.1461 0.0565 0.1269 0.0816 0.5888
Uniform 0.1480 0.0468 0.1306 0.0853 0.5893

distribution predicted by different models. It shows that the individual
model closest to the true value is not the same at different times. This
confirms that no individual forecasting method is optimal for all cases.
From the graph, the real load mostly appears near the highest density
point of the combined model’s PDF, which indicates that the combined
model (BW-K) is usually more stable than the single model, and reduces
the overall risk of making a poor model selection.

Table 3 compares the average CRPS for each individual model and
combined model. In test set, the simple average (SA-E, SA-K) and the
weighted average (WA-E, WA-K) models can reduce the prediction bias,
and obtain a more accurate result than the best individual model.
The BW-K model has the best performance among them, and the
accuracy is improved by 1.54% compared with the best individual
model. Compared with the SA-E model, the BW-K is also improved by
0.75%.

Table 4 shows that both individual and combined model using
KDE with Gaussian kernel has the best prediction accuracy, but the
difference of precision between different kernel is very small. It shows
that the combined model has strong robustness in the selection of
kernel function.

Comparing the value in Table 5, we can see that under different

kernel functions, the weight changes little. The BW-K model can greatly



Applied Energy 277 (2020) 115600S. Zhang et al.

a
r
p

6

I
C
M
F
a
3
c
i
i
q
l
i

I
n
a
a
D
T
b
r
m
s
t

Fig. 5. The PDF graph of load from Guangdong province for each individual model and BW-K model on November 27, 2006.
djust the weights of different models. For example, quantile linear
egression (LR) has a lower weight in the model and a model with better
rediction performance, such as LightGBM, has a higher weight.

.3. Case studies on load data from ISO-NE

Another case study is conducted on the hourly load data set from
SO-NE in the US from 2013 to 2016. The data set includes eight zones:
onnecticut (CT), Maine (ME), Massachusetts (SEMASS, WCMASS, NE-
ASS), New Hampshire (NH), Rhode Island (RI), and Vermont (VT).

or different regions, the training time varies greatly, which is mainly
ffected by the selection of hyperparameters. On average, it takes
506 s to build the quantile forecasting model, 59.6 s for the KDE pro-
ess, and 2.63 s for each iteration. The optimal weight can be obtained
n no more than 300 iterations, and the median number of iterations
s 198. In general, most of the time is spent on the establishment of
uantile forecasting model, while the selection of optimal weight takes
ess time. In summary, the time taken to run this method on a laptop
s acceptable.

The process of weight optimization is the process of CRPS reduction.
n order to express clearly, we use CRPS decreasing with iteration
umber to express the convergence of the algorithm. Fig. 6 shows that
s the number of iterations increases, the CRPS of both the training set
nd the test set decreases and gradually converges in all eight regions.
ifferent regions need different numbers of iterations for convergence.
he initial weights of all models are equal. The greater the difference
etween optimal weight and equal weight, the more iterations are
equired. Overall, in all training sets, CRPS drops very smoothly and the
odel converges. In most test sets, CRPS can drop and converge very

moothly. Some test sets have a small amount of jitter or increase when
8

he number of iterations is high. The results show that the over-fitting
caused by weight selection algorithm is not serious, and the CRPS of
test sets in all regions decrease to the minimum or very close to the
minimum.

Table 6 illustrates the average CRPS of ISO-NE zonal-level load for
each individual model and combined model. The proposed BW-K model
get the best forecasting performance in all zones. In Fig. 7, the relative
improvements of different combined models are showed compared with
the best individual model.

On average, BW-K model has a 2.9% accuracy improvement over
the best individual model, and about 1.4% over SA-E model. The im-
provement rate of BW-K model is up to 6.24% in NH and at least 2.05%
in SEMASS. As the bar chart shows, not all model combination benefits.
Both the simple average method and the weighted average method may
be less effective than the best individual model. In addition, we can
see that the model transformation first approach (whose name ends in
K) is more accurate than the model combination first approach (whose
name ends in E). In general, the best weight combined models are better
than the weighted average models, and the weighted average models
are better than the simple average models. Hence, more considerations
on weight determination strategy can greatly improve performance.

To verify the robustness of the combined model, we try different
kernel functions in the model transformation. Table 7 indicates that
different kernels may slightly impact the accuracy of forecasting results.
Nevertheless, the differences between kernel selection are quite small.
Except for VT zone, the largest relative gap in other zones is less than
0.1%. Hence, the choice of kernel function is sufficiently robust to the
transformation and combination methods proposed in this paper.

6.4. Case studies on residential smart meter data from Ireland

In order to verify that our proposed method still works in volatile
time series, we conduct case study on the residential smart meter data
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Fig. 6. CRPS for each iteration from ISO-NE. The blue line represents the CRPS result of the training set, and the orange line represents the result of the test set.

Fig. 7. The relative improvement of the different combination methods of zonal-level load from ISO-NE compared with the best individual model.
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Fig. 8. Quantile load forecasts of household #1003 of one week from April 9, 2010 to April 15, 2010. The solid color line is the 50-quantile forecasting value, the color shading
s the range of variation between the 10-quantile and 90-quantile forecasting values, and the black line is the real load.
Table 6
Average CRPS of zonal-level load from ISO-NE for each individual model and combined model in the test set. The Gaussian kernel function is
used for KDE.
Zones Models

RF GRU GBRT LR LGBM SA-E WA-E BW-E SA-K WA-K BW-K

VT 26.200 23.600 27.357 26.398 23.650 23.669 23.644 23.240 23.255 23.231 22.909
ME 39.135 34.504 39.609 40.330 34.930 34.815 34.736 34.736 34.489 34.435 33.787
RI 40.986 37.215 43.784 42.009 37.332 36.403 36.363 36.053 36.097 36.081 35.855
CT 163.653 144.354 172.922 163.352 148.512 143.949 143.698 141.371 142.699 142.522 140.816
NH 53.253 49.143 55.592 60.202 49.100 47.892 47.739 46.952 47.334 47.271 46.831
SEMASS 81.910 74.703 86.671 82.286 78.226 75.090 75.011 73.904 74.433 74.381 73.570
WCMASS 83.705 77.769 87.700 90.761 77.895 76.398 76.302 75.694 75.483 75.456 75.073
NEMASS 129.611 113.606 141.393 137.880 117.499 115.122 114.664 111.105 113.837 113.552 110.771
Table 7
Average CRPS of zonal-level load from ISO-NE for BW-K model, in which different
kernels are used in the model transformation.

Zones Kernels

Gaussian Uniform Triangle Epanechnikov

VT 22.909 23.085 23.089 23.087
ME 33.787 33.775 33.779 33.776
RI 35.855 35.862 35.860 35.863
CT 140.816 140.734 140.761 140.699
NH 46.831 46.828 46.824 46.821
SEMASS 73.570 73.541 73.557 73.546
WCMASS 75.073 75.040 75.077 75.046
NEMASS 110.771 110.708 110.734 110.730

set in Ireland from July 14, 2009 to December 31, 2010. This data set is
sampled every 30 min, which is 48 points a day. Five household smart
meter data sets are selected for the study. For the five households, the
mean time of quantile forecasting model establishment, quantile model
transformation to probability density model, and weight selection iter-
ation per round are 607 s, 44.8 s and 1.89 s, respectively. The optimal
weight can be achieved within 350 iterations in all households, with a
median of 196. Like the above two case studies, the time cost of running
the model is completely acceptable.

Fig. 8 shows the prediction results of each quantile model for #1003
household smart meter data. Different from the forecast of system load,
the fluctuation of resident data increases significantly, and the real
value will break the forecast upper and lower limits of 90-quantile and
10-quantile in many places.

As can be seen from Table 8, the BW-K model has the optimal
performance among best single model and simple average model in all
households. On average, the BW-K model had a 0.97% performance
improvement over the optimal single model and a 0.82% performance
improvement over the simple average model. For household #1004,
The performance of BW-K model is similar to SA-K model, but inferior
to WA-K model. This is due to the good performance of the random
10

forest model and the GBRT model in the test set, which perform
poorly in the training set. Looking at other household results, it can be
seen that not all the combined models are superior to the best single
models, however, BW-K model performs well in our case study, which
also explains the robustness of BW-K model in scenarios with high
uncertainty and volatility.

7. Conclusions and future works

This paper proposes a method for transforming multiple quantile
forecasts into a combined density forecast. Different statistic techniques
are applied to generate high-quality quantile forecasting results. KDE is
used to transform quantile forecasts into density forecasts. Perturbation
search is designed to find optimal weights for model combination.
CRPS and quantile loss function are introduced to evaluate forecasting
performance. In the case studies, the BW-K model can achieve better
performance than the best individual model and simple average model.
At the same time, we also verify the influence of different kernel
functions in KDE. The results indicate that there is almost no impact
on the forecasting result among different kernel functions. Therefore,
the proposed method owns robustness to the selection of the kernel
function.

The research aims to propose a practical load probability density
forecasting method by transforming and combining quantile forecasts.
Future work can be extended to the following three areas:

1. More forecasting scenarios: Due to the different load charac-
teristics in different regions, it is necessary to add more cases to
further verify the practicability and effectiveness of the method;

2. More elaborate segmentation methods: In this paper, all com-
bined works are done at the model level. However, the weights
can act on quantile or each time point. The inertia and correction
of the load in distribution may be better considered if we deter-
mined weights for each quantile. Similarly, we can set different
weights for seasons or days and nights to take advantage of

different models at different times.
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Table 8
Average CRPS of residential smart meter data in Ireland for each individual model and combined model in the test set. The Gaussian kernel
function is used for KDE.
Meter ID Models

RF RNN GBRT LR LGBM SA-E WA-E BW-E SA-K WA-K BW-K

#1003 221.78 205.76 221.66 201.36 200.18 206.77 206.24 200.24 201.98 201.61 197.34
#1004 349.65 354.95 347.49 373.74 347.55 344.67 344.56 345.37 344.09 343.99 344.06
#1009 284.47 287.93 272.20 279.37 266.93 272.83 272.55 267.56 266.62 266.45 264.41
#1013 99.48 97.90 96.96 95.81 92.99 94.64 94.59 93.15 93.42 93.39 92.62
#1015 144.11 146.35 144.30 148.66 142.70 142.23 142.22 142.10 141.31 141.29 141.16
3. Wider range of applications: Since the methods used in this
study are common mathematical methods, they are not limited
to short-term load forecasting studies and can be applied in other
fields. At present, the combining method faces problems such as
long training and tuning time, hard to perform parameter self-
updating and so on. In the future, further research is needed to
cope with complex changes.
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