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Abstract
The experimental characterization ofmulti-photon quantum interference effects in optical networks
is essential inmany applications of photonic quantum technologies, which include quantum
computing and quantum communication as two prominent examples. However, such characteriza-
tion often requires technologies which are beyond our current experimental capabilities, and todayʼs
methods suffer from errors due to the use of imperfect sources and photodetectors. In this paper, we
introduce a simple experimental technique to characterizemulti-photon quantum interference by
means of practical laser sources and threshold single-photon detectors. Our technique is based on
well-knownmethods in quantum cryptographywhich use decoy settings to tightly estimate the
statistics provided by perfect devices. As an illustration of its practicality, we use this technique to
obtain a tight estimation of both the generalizedHong−Ou−Mandel dip in a beamsplitter with six
input photons and the three-photon coincidence probability at the output of a tritter.

1. Introduction

Multi-photon quantum interference is a key concept in quantumoptics and quantummechanics. It has been
extensively studied bymany authors over recent decades, from the seminal two-photon interference experiment
performed byHong,Ou andMandel [1] tomore recent experimental demonstrations which involve a higher
number of indistinguishable photons in various scenarios [2–8].Moreover, besides its indubitable inherent
theoretical interest,multi-photon quantum interference also plays a pivotal role in several subfields and
applications of quantum information science that use, for example, optical networks (ONs) to set up
interference between photons. These applications include, among others, quantum computing [9], quantum
cryptography [10, 11], boson sampling [12–16], quantum clock synchronization [17], and quantummetrology
[18]. In any practical realization of these applications it is essential to confirm experimentally that the photons
interfere as desired [19].

Unfortunately, however, to characterizemulti-photon quantum interference in generalONs experimentally
is usually a quite challenging task [20]. This is so because, for this, onewould ideally need to use high-quality on-
demand n-photon sources which are yet to be realized [21, 22], togetherwith high-quality photon number
resolving (PNR) detectors, which, besides being expensive in terms of experimental resources, can currently only
distinguish up to a certain number of photons, andmay also introduce noise [23–25]. As a result, we have that
current experimental techniques to characterize the quantum interference behaviour ofONs at a few photons
level typically suffer from inevitable errors due to the use of imperfect sources and detectors [20].

Themain contribution of this paper is a novel technique to estimate the input−output photon number
statistics ofONs experimentally when the input signals are tensor products of Fock states. To this end, we use
simple laser sources to generate the input signals to theONand practical threshold single-photon detectors to
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measure the output signals [26]. That is, ourmethod is implementable with current technology, and allows the
estimation of the conditional probability distribution ¼ ¼( ∣ )P x x n n, , , ,M N1 1 that describes the behaviour of
theONon the input Fock states ¼ ñ∣n n, , N1 , where ni (xj)with i=1,K,N ( j=1,K,M) denotes the number of
photons at the ith ( jth) input (output) port of theON.We emphasize, however, that, in practice, ourmethod is
specially suitable to the evaluation ofmainly small-sizeONs. This is so because, as we show later, it requires the
experimental estimation of the probabilities of certain observable events whose estimation complexitymay
increase exponentially with the number of input/output ports of theON [12, 27].

The key idea builds on two techniques that are extensively used in thefield of quantum cryptography: the
decoy-statemethod [28–30] and the so-called detector-decoy technique [31, 32].We use the former at the input
ports of theON to estimate the statistics provided by ideal n-photon sources. Besides standard quantumkey
distribution [28–30, 33–35], the decoy-statemethod has also been used, for example, to estimate the yield of two
single-photon pulses inmeasurement-device-independent quantumkey distribution [10, 36, 37], to simulate
single-photon sources with imperfect light sources [38], and to perform single-photon quantum state
tomographywith practical sources [39]. Indeed, our technique is closely related to themethodology introduced
in [38]. However, while [38] and all other previous results which employ the decoy-statemethod to evaluate the
behaviour ofONs, typically estimate only the statistics associatedwith those events where theONs receive single-
photon pulses at their input ports, here we extend these results to estimate the behaviour ofONs in the general
case where they also receivemulti-photon pulses. The second key difference between our analysis and that
introduced in [38] is that herewe employ the detector-decoymethod [31, 32] at the output ports of theON to
estimate the statistics provided by ideal PNRdetectors bymeans of threshold single-photon detectors.

To illustrate the practicality of our technique in the study ofONs, we evaluate two simple examples of
interest. In thefirst, we estimate the generalizedHong−Ou−Mandel (HOM) dip [1] in a beamsplitter when the
total number of input photons is six for two different conditional probabilities, ( ∣ )P 3, 3 3, 3 and ( ∣ )P 5, 1 5, 1 .
Thefirst case has been experimentally studied in [5], where the authors used for this a spontaneous parametric
down-conversion source in combinationwith ameasurement setupwith six threshold single-photon detectors.
The second case, however, (to the best of our knowledge) has not yet been experimentally implemented, due to
the difficulty of generating five-photon states to input to the beamsplitter. In both scenarios, we use ourmethod
to estimate theHOMdip bymeans of just two laser sources and two threshold single-photon detectors. In the
second example, we estimate the three coincidence detection probability in a tritter [40]when there is just one
single-photon pulse in each of its input ports—i.e. we estimate ( ∣ )P 1, 1, 1 1, 1, 1 . This example is also used to
obtain a high precision estimation of the dependence of that probability on the triad phase, which arises when
one considersmore than two input photons [40].While these two examples correspond to evaluating linear
ONs, we remark that ourmethod could also be used to studymulti-photon quantum interference in non-
linearONs.

The paper is organized as follows. In section 2, we present ourmethod in detail. Then, in section 3, we
evaluate the two practical examples described above. Finally, we summarize the content of the paper in section 4.
The paper also includes two appendixes with additional information.

2.Method

Asmentioned above, we use the decoy-state (detector-decoy)method at the input (output) ports of theON to
estimate the statistics provided by ideal n-photon sources (PNRdetectors). Of course, in contrast to the case
where one really uses perfect n-photon sources and PNRdetectors, the use of decoy settings does not provide
single shot resolution about howmany photons input and output each port of theONeach given time.
However, it permits to estimate the full statistics that such perfect devices could give, which is enough for our
purposes.

More precisely, we use as input signals to theONFock diagonal states each having different photon number
statistics. This type of signal could be generated, for instance, using attenuated laser diodes emitting phase-
randomisedweak coherent pulses (WCPs), triggered spontaneous parametric down-conversion sources or
practical single-photon sources, togetherwith variable attenuators to vary the intensity of the individual light
pulses. To implement the detector-decoymethod, on the other hand, we also place variable attenuators on the
output ports of theON, togetherwith threshold single-photon detectors. This general scenario is illustrated in
figure 1. In so doing, as we showbelow, we have that the probability of each possible detection pattern observed
on the threshold single-photon detectors can bewritten as a sumof linear termswhere the only unknowns are
the probabilities ¼ ¼ º( ∣ ) ( ∣ )P x x n n P x n, , , ,M N1 1 (where, for ease of notation, we use x≡x1,K, xM and
n≡n1,K, nM inwhat follows). As a result, we obtain a set of linear equations which are functions of the
probabilities ( ∣ )P x n and, in principle, one can estimate these quantities accurately. Themore decoy-state/
detector-decoy settingswe use, the higher the number of linear equations thatwe obtain, and thus the better the
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accuracy of the estimation. Indeed, in the asymptotic limit using an infinite number of decoy-state/detector-
decoy settings, the probabilities ( ∣ )P x n could be estimated precisely. Importantly, however, as we showbelow, a
small number of decoy-state/detector-decoy settings can typically provide quite a tight estimation of ( ∣ )P x n for
small values ofn and x.

Our starting point is the input state to theON.As shown infigure 1, this is the state of theN spatialmodes
after the input attenuators of transmittance γi. This state can bewritten as

år r= = ñám m m

=
⨂ ∣ ∣ ( )P n n , 1
i

N

i
n

nin
1

i

where r = å ñám m
=

¥ ∣ ∣p n ni n n i i0
i

i i
i is the Fock diagonal state at the ith input spatialmode of theON,which in the

case of phase-randomizedWCPs satisfies m=m m- !p nen i
n

i
i
i i i . Here, themean photon number m g m= ¢i i , with m¢

being the initial intensity of the laser sources. The quantity = m m
=P pi

N
nn 1 i

i, on the other hand, represents the

conditional probability of having the input state ñ º ¼ ñ∣ ∣n nn , , N1 given the set of input intensitiesμ={μ1,K,
μN}.

Let us now consider the output state r r=m m †U Uout in of theON,whereU denotes the evolution unitary
operator applied by the network4.We canwrite this state in terms of the probabilities ( ∣ )P x n . For this, for
convenience, wefirst combine the effect of each output attenuatorωjwith the detection efficiency of each
threshold single-photon detectorDj (see figure 1). By doing so, we can conceptually consider that at the jth
output port of theON there is now a threshold single-photon detector with efficiencyκj=ωj ηD, for j=1,K,
M, where ηD is the detection efficiency of the threshold single-photon detectorDj in the original scenario (note
that here, for simplicity, we assume that all detectorsDj have the same detection efficiency ηD). This is so because
when a detector has some finite detection efficiency ηD it can bemathematically described by a beamsplitter of
transmittance ηD combinedwith a lossless detector [41]. Importantly, since the positive-operator valued
measure (POVM) that characterizes the behaviour of a typical threshold single-photon detector is diagonal in
the Fock bases, it follows that the resultingmeasurement statistics whenmeasuring rmout remain unchanged if,
before the actualmeasurements, we perform a quantumnondemolition (QND)measurement of the total
number of photons at each outputmode of theON. Thismeans, in particular, that for any ρout

μ , there is always a
Fock diagonal state, whichwe shall denote by rm˜out, of the form
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Figure 1. Schematic of themethod used to characterize the quantum interference behaviour of an optical network (ON) bymeans of
simple laser sources and threshold single-photon detectors. It builds on the decoy-statemethod [28–30] and the detector-decoy
technique [31, 32].More precisely, we place at each input port i=1,K,N of theON a source of phase-randomizedWCPs together
with a variable attenuator of transmittance γi. At each output port j=1,K,M of theONweplace a variable attenuator of
transmittanceωj and a threshold single-photon detectorDj. The input (output) spatialmodes are denoted in thefigurewith the letters
ai (bj), and the output detection pattern of click and no-click events given by the threshold single-photon detectors is denoted by q.

4
Note that the output state rmout could also arise from tracing out some of the outputmodes of the network. That is,

r r=m m
Î { }†U UTrbout inj , where  denotes the set of outputmodes that is traced out.
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that provides exactly the samemeasurement statistics as rmout. In equation (2), ñ º ¼ ñ∣ ∣x xx , , M1 is the Fock state
after theQNDmeasurements on rmout, and = á ñ( ∣ ) ∣ ∣ ∣ ∣P Ux n x n 2 denotes the conditional probability of having
such a state ñ∣x given that the input state to theON is ñ∣n . Note that here, for simplicity, we consider passive
networks that do not create photons, and therefore we assume that å åx nj

M
j i

N
i. That is, the total number of

output photons cannot be greater than the total number of input photons to theON. This last condition is
expressed in equation (2)with the symbol x n. However, we remark that ourmethod could as well be applied
to evaluate activeONs.

Finally, to estimate the unknown probabilities ( ∣ )P x n , we need to relate them to some observable quantities.
For this, we use the fact that the probability q

m kP , of observing the detection pattern q q qº ( ... M1 ), where θj is
equal to zero (one) for a no-click (click) event in the threshold single-photon detectorDj, given the state rm˜out and
the detectors’ efficienciesκ=κ1,K,κM, is given by
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where pdark denotes the dark count probability of the detectorDj, whichwe assume for simplicity to be equal for
all j=1,K,M. That is, the operatorPk

0
j (Pk

1
j) is associatedwith a no-click (click) event at the detectorDj. After

substituting equations (2) and (4) into equation (3), we finally obtain


å å q=q

m k m k( ∣ ) ( ∣ ) ( )P P P Px n x . 5
n x n

n
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Here, q = á Ä P ñk
q
k

=( ∣ ) ∣ ∣P x x xj
M

1 j

j denotes the probability of observing the detection pattern q given the output
state ñ∣x , the detection efficienciesκ and the dark count probability pdark. If the detectorsDj arewell-
characterized, this quantity is known. Importantly, equation (5) relates the observed probabilities q

m kP , , which
can be directlymeasured in the actual experiment, to the unknown probabilities ( ∣ )P x n via the statistics mPn and

qk ( ∣ )P x , which are both known a priori given the experimental parameters m h¢, D and pdark together with the
attenuator settings γ={γ1,K, γN} andω={ω1,K,ωM}. Indeed, asmentioned previously, each decoy-state/
detector-decoy setting provides a new linear equationwhich has the same unknowns ( ∣ )P x n but different
coefficients mPn and qk ( ∣ )P x and constant terms q

m kP , . Thus, by solving the set of linear equations given by
equation (5) one can, in principle, estimate any conditional probability ( ∣ )P x n .

3. Evaluation

Inwhat follows, we illustrate thismethodwith two simple examples of practical interest.
For simulation purposes, in both examples we set the detection efficiency of the threshold single-photon

detectors to ηD=80%, and their dark count probability to pdark=10−6, which are values which can be
achievedwith current technology [42].We remark, however, that ourmethod can also provide tight estimations
when it employs detectors with lower detection efficiency and higher dark count rate. That is, themethod is in
principle quite robust to typical imperfections of the detectors, given that they are well-characterized. Indeed,
when the detection efficiency is low, in principle one canmitigate its effect by increasing the number of decoy-
state/detector-decoy settings. This is illustrated infigure C1. Also, if the value of the dark count rate is stable,
then it is basically a scaling factor in the equations of the linear program and thus its value does not greatly affect
the estimation. For simplicity, in our simulationswe disregard other imperfections of the detectors such as after-
pulsing. Note that in a practical implementation of themethod, one could strongly reduce the number of after-
pulses by just imposing—for example—a dead-time to all detectors after observing a detection click [42].
During this dead-time period no detector is able to produce further detection clicks, and thus no after-pulse can
occur.

Also, for simplicity, we consider the asymptotic scenariowhere the number of signals transmitted is infinite,
and disregard imperfections (like, for instance, intensity fluctuations or imperfect phase randomisation) of the
light sources. The realistic scenario where the number of signals transmitted is actually finite, could be analysed
bymeans of standard techniques in quantumkey distribution (see e.g. [43]), which use concentration
inequalities—like, for instance, Chernoffʼs [44] andHoeffdingʼs [45] bounds—to relate the observed
experimental data and its expected value except for aminuscule error probability. As a result, the accuracy of the
estimation obviously depends on the number of trials of the experiment. Similarly, the case of imperfect light
sources could be evaluated using techniques fromquantumkey distribution. For example, to consider the effect
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that intensity fluctuations have on the estimation results provided by the decoy-statemethod, one could use—
for instance—the techniques introduced in [46]. There, the authors study the case where the intensity
fluctuations are boundedwithin a certain interval except for aminuscule probability. Finally, a simplemethod to
generate phase-randomizedWCPs is to directlymodulate the lasers using gain-switching conditions—i.e. far
above and below threshold. For this, please note that it is essential that the timewhere the laser is off is
sufficiently long in comparisonwith its reset time. Thus, it is simultaneously guaranteed that the cavityfield is
sufficiently attenuated that any prior coherence vanishes, and inputs amplified spontaneous emission due to
vacuumfluctuationswhich results in afieldwith a truly randomphase. As a result, the phases of the optical
pulses generated are truly randomand not intercorrelated. In so doing, there is no need to use quantum random
number generators, togetherwith phasemodulators, to select the phase of each outgoing pulse randomly.
Indeed, this technique is commonly used in decoy-state quantum cryptography, and also to generate random
numbers using phase diffusion in semiconductor lasers [47, 48]. The analysis of the finite regime casewith
imperfect light sources is, however, beyond the scope of this paper.

3.1. First example: beamsplitter

In this case, we have that the creation operators, ˆ†a1 and ˆ †a2 , for the inputmodes of a beamsplitter and those, ˆ †
b1

and ˆ †
b2 , for its outputmodes satisfy the relations = +ˆ ˆ ˆ† † †b ta ra1 1 2 and = ¢ + ¢ˆ ˆ ˆ† † †b r a t a2 1 2 , where the parameters
¢r t r, , and ¢t fulfill + = = ¢ = ¢∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣ ∣t r t t r r1, ,2 2 and ¢ + ¢ =t r r t 0 [49]. That is, if the state at the input

spatialmodes a1 and a2 is say ñ∣n n, a a1 2 ,1 2
(i.e. it consists of n1 and n2 indistinguishable photons respectively), the

state at the outputmodes b1 and b2 is given by the following coherent superposition of Fock states
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where, for simplicity, we have considered the particular case inwhich h= - - ¢ = -r r r1 , and
h¢ = =t t , with η being the transmittance of the beamsplitter. From equation (6) one could directly calculate

the theoretical probability distribution y= á ñ( ∣ ) ∣ ∣ ∣P x x n n x x, , ,1 2 1 2 out 1 2
2 offinding respectively x1 and x2

photons at the output ports b1 and b2 of the beamsplitter, given that there are n1 and n2 photons at its input ports
a1 and a2. Importantly, according to quantummechanics, the value of this probability strongly differs from that
of a classical scenario, where the photons are considered distinguishable particles which do not interfere. The
HOMdip [1] is a well-known example of this fact. Indeed, when two photons input a 50: 50 beamsplitter
through a different input port, classicalmechanics predicts a probability equal to 1/2 offinding the two photons
at different output ports of the beamsplitter, while quantummechanics predicts (for indistinguishable photons)
that this probability is equal to zero. In general, this difference between the predictions of quantum and classical
mechanics can be quantified bymeans of the visibility, which is defined as

-≔ ( ∣ ) ( ∣ )
( ∣ )

( )∣V
P x x n n P x x n n

P x x n n

, , , ,

, ,
, 7x x n n, ,

1 2 1 2 c 1 2 1 2

1 2 1 2 c
1 2 1 2

where the subindex c denotes the classical case, i.e. when the photons are perfectly distinguishable.
Equation (7) has been experimentally evaluated inmany different experiments over recent years. For

instance, in [4] and [5], the authors obtain visibilities ∣V2,2 2,2 equal to 88% for a four-photon interference scheme
within an asymmetric beamsplitter and ∣V3,3 3,3 equal to 92% for a six-photon interference scheme, respectively.
For this, they use type-II parametric down-conversion sources to generate pairs of entangled photons and a
measurement setupwith four and six threshold single-photon detectors, respectively, in combinationwith
beamsplitters. Also, in the experiment reported in [8], the authors interfere two bosonic atoms (instead of
photons) and observe a visibility equal to about 65%.

Wenow apply ourmethod based on two sources of phase-randomizedWCPs and two threshold single-
photon detectors to evaluate the visibility ∣Vx x n n, ,1 2 1 2

. As in the general case considered in the previous section, it is
straightforward to show that by varying the intensityμi of the input signals at the ith input port of the
beamsplitter, as well as the attenuatorʼs transmittanceωj (and thus the effective detectorʼs efficiencyκj) at its jth
output port, with j=1, 2, one can generate an arbitrary number of inequalities that involve the unknown
probabilities ( ∣ )P x x n n, ,1 2 1 2 . Thefinal systemof linear equations, particularized from equation (5), is given by



å å q=q
m k m k

+ +

( ∣ ) ( ∣ ) ( )P P P x x n n P x x, , , , 8
n n x x
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n n
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for each one of the four possible detection patterns q q qº Î( ) { }00, 01, 10, 111 2 . Again, in a real experiment,
the probabilities m m=m m m- + ( ! !)( )P e n nn n
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, 1 2 1 21 2

1 2 1 2 and q = á Ä P ñk
q
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1 2j

j , withPq
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j

j given

by equation (4), are known given the experimental setsμ andκ together with the value of the dark count
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probability of the detectors, while the probabilities q
m kP , can be directly observed in the experiment, once

performed. For our simulations, we use as observed values q
m kP , those predicted by quantummechanics (see

appendix A formore details).
To solve the set of linear equations given by equation (8), one can use analytical or numerical tools. For

simplicity, here we solve equation (8)numerically. For this, wefirst transform the set of equalities given by
equation (8), which contains an infinite number of unknowns ( ∣ )P x x n n, ,1 2 1 2 , into a set of inequalities with a
finite number of unknowns, as shown in appendix B. Also, we use the linear programming solver Gurobi [50]
and theMatlab interface Yalmip [51].

Just as an example, figure 2 shows our results for the conditional probabilities ( ∣ )P 3, 3 3, 3 and ( ∣ )P 5, 1 5, 1
in beamsplitters with transmittance η=1/2 and η=5/6 respectively, as a function of the relative delay dT/ΔT
between the arrival times of the phase-randomizedWCPs at the two input ports of the beamsplitter. Here dT
denotes the absolute delay between the arrival times of the optical pulses at each input port of the beamsplitter
andΔT is the full-width-half-maximum (FWHM) of the pulses, which for simplicity we assume is equal for all
of them.Wehave chosen these particular examples because quantummechanics predicts that these probabilities
are equal to zero (i.e. complete destructive interference)when dT/ΔT=0. Aswe can see from figure 2, our
estimations approximate the theoretical value verywell; the simulated lower bounds for the visibilities ∣V3,3 3,3

and ∣V5,1 5,1 are very close to one. To be precise, we obtain ∣V 0.999943,3 3,3 and ∣V 0.999965,1 5,1 . Themain
reasons for the slightly noisy behaviour of the estimated values, as well as for the small discrepancy between these
and the theoretical values predicted by quantummechanics (especially when D ¹dT T 0), are twofold. First, as
we have alreadymentioned above, in our simulationswe use a relatively small number of decoy-state/detector-
decoy settings. In particular, for each value of dT/ΔT, we choose an optimized set of six possible values for the
input parametersμ1 andμ2 andfive possible values for the output parametersκ1 andκ2. By using a larger
number of settings, one could in principle approximate the theoretical value as closely as desired. The second
reason is the limited numerical precision of the linear solver togetherwith the fact that, as explained in
appendix B, to solve equation (8)numerically we reduce the number of unknowns ( ∣ )P x x n n, ,1 2 1 2 to afinal set.
Also, we emphasise that the upper and lower bounds illustrated in figure 2 depend on the absolute value of dT/
ΔT. This is because the experimental data q

m kP , that we use in our simulations depend on D∣ ∣T Td (see
appendix A for further details).

Finally, let us remark that whenwe try to estimate the conditional probabilities ( ∣ )P x x n n, ,1 2 1 2 for higher
total input photon numbers, the accuracy of the estimation decreases. This is so because the value of the
coefficients qm k ( ∣ )P P xn decreases very rapidly whenn increases, which renders the estimation problemdifficult
to solve numerically evenwith strong scalingmethods.Moreover, increasing the value of the intensity settingμ
is not ofmuch help here, since it entails an increase of the leftover term (see appendix B). Possible solutions
might be to try to solve the set of linear equations analytically bymeans of—say—Gaussian elimination, or to
developmore efficient numerical estimationmethodswith higher numerical precision. Also, one could replace
the detector-decoymethodwith practical photon number resolving detectors like, for example, those based on
time-multiplexing [52], or those introduced in [23]. A potential advantage of this latter approachwould be that

Figure 2.Hong−Ou−Mandel dip for the conditional probabilities ( ∣ )P 3, 3 3, 3 and ( ∣ )P 5, 1 5, 1 at a beamsplitter of transmittance
η=1/2 and η=5/6 respectively, as a function of the relative delay dT/ΔT. Here, dT denotes the absolute delay between the arrival
times of the optical pulses at each input port of the beamsplitter andΔT is the FWHMof the pulses. The theoretical values predicted
by quantummechanics are illustratedwith solid and dashed black lines, respectively. The blue (red) dots and crosses show the upper
(lower) bound for these probabilities obtainedwith ourmethod based on the use of two laser sources emitting phase-randomized
WCPs and two threshold single-photon detectors. In our simulations, we consider that the efficiency ηD of the detectors is 80% [42],
the dark count probability is pdark=10−6, and the transmittances γi (ωj) take six (five) different values.
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now the linear program that estimates the input-output statistics of theONwould be simpler and involve fewer
unknowns, and thus it could handle a larger number of photons. Themain drawback of this approach is,
however, that it requires the use of PNRdetectors, which aremore expensive resources than threshold single-
photon detectors. In any case, it would be definitively interesting to investigate these three options further.

3.2. Second example: tritter
Wenow estimate the three coincidence detection probability ( ∣ )P 1, 1, 1 1, 1, 1 for a tritter for two different
scenarios. Both scenarios have been experimentally analysed very recently in [40], where the authors used
heralded single-photon sources (based on spontaneous four-wavemixing in silica-on-siliconwaveguides
togetherwith three threshold single-photon detectors for heralding) in combinationwith ameasurement setup
withfive threshold single-photon detectors. If we denote by y yá ñ = f∣ r ej k jk

i jk the inner product between the
states of the single-photon signals at the jth and kth input ports of the tritter, quantummechanics predicts that
the probability ( ∣ )P 1, 1, 1 1, 1, 1 is given by [40, 53]

f= + - - -( ∣ ) ( ( ) ) ( )P r r r r r r1, 1, 1 1, 1, 1
1

9
2 4 cos , 912 23 32 12

2
23
2

31
2

wheref=f12+f23+f31 is the so-called collective triad phase.
Thefirst scenario that we consider is shown infigure 3(a). In this case, the input pulses to the tritter have the

same polarization state, but their arrival times at the various input ports of the tritter vary. The result predicted
by quantum theory for ( ∣ )P 1, 1, 1 1, 1, 1 in this situation is shownwith a solid line infigure 3(a), while our
estimations are shownwith dots. Again, we can see that the estimated upper and lower bounds for

( ∣ )P 1, 1, 1 1, 1, 1 fit the theoretical probability tightly. In the second scenario, the polarization states of the input
light pulses are now chosen to compensate the temporal distinguishability between the arriving photons, and
might be different for the signals at each input port. Themotivation for this scenario is to observe the
dependence that the three-photon coincidence probability ( ∣ )P 1, 1, 1 1, 1, 1 has on the triad phasef by
keeping constant all those terms rjk that affect such probability but arise from two-photon distinguishability
[40]. The results are shown infigure 3(b), where once againwe can see that ourmethod provides a tight
estimation of the theoretical values, thus showing its practicality. Also, we remark that, as in the case offigure 2,
the upper and lower bounds illustrated infigure 3 depend on D∣ ∣T Td because in our simulations the
experimental data q

m kP , depend on D∣ ∣T Td . Herewe use the expected values predicted by quantummechanics
for q

m kP , . Furthermore, for each value of dT/ΔT infigure 3(a), and for each value off infigure 3(b), we choose
three different values for the intensities of the phase-randomizedWCPs, as well as two possible values for the
output attenuators.

4. Conclusion

In this paper, we have proposed a simplemethod to experimentally characterize the behaviour of small-size
optical networks (ONs) for input signals that are tensor products of Fock states.More precisely, ourmethod

Figure 3.Three-photon coincidence probability ( ∣ )P 1, 1, 1 1, 1, 1 in a tritter. (a)Here the three input light pulses have the same
polarization state, and ( ∣ )P 1, 1, 1 1, 1, 1 is shown as a function of their relative delay dT/ΔT. (b) In this case, the three input light
pulses have different polarization states and ( ∣ )P 1, 1, 1 1, 1, 1 is shown as a function of the triad phasef. In both figures, the
theoretical values predicted by quantum theory are shownwith a solid linewhile the upper and lower bounds estimatedwith our
method are shownwith dots. In our simulations, we consider that the efficiency ηD of the detectors is 80% [42] and the dark count
probability is pdark=10−6.

7

New J. Phys. 20 (2018) 043018 ÁNavarrete et al



could be used to obtain a tight estimation of the input−output photon number statistics of anON. Importantly,
our technique could easily be implementedwith current technology, such as—for instance—phase-randomized
weak coherent pulses togetherwith threshold single-photon detectors. Themain idea of themethod is rather
simple: it estimates the statistics provided by ideal n-photon sources at the input ports of anONbymeans of
decoy-state techniques and estimates the statistics provided by ideal photon number resolving detectors at its
output ports bymeans of detector-decoy techniques.

To illustrate the practicality of themethod, we have evaluated two simple examples. In the first, we have
estimated the generalizedHong−Ou−Mandel dip in a beamsplitter for a total number of six input photons,
while in the secondwe have estimated the three coincidence detection probability in a tritter when it receives one
single-photon pulse at each of its input ports. In both cases, we have obtained tight estimates that approximate
the theoretical values verywell.
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AppendixA. Toymodel for the experimental data q
m kP ,

In order to evaluate the performance of our technique, we need to generate the experimental data q
m kP , which is

required to run the simulations. For this, and in the absence of a real experiment, we use a simplemathematical
model that we detail below. In particular, let †A ( †B ) be the creation operators for the input (output) spatial
modes of theON. That is, = ¼[ ˆ ˆ ]† † †A a a, , N

T
1 and †B is defined similarly. These vectors satisfy

= ( )† †A BU , A.1

whereU is the unitary transformation that describes the behaviour of theON.
In the case ofWCPs, the input state to theONcan bewritten as yY ñ = ñ=∣ ⨂ ∣k

N
kin 1 in, , where

*òy a w w a w w wñ = - ñ∣ ( ( ( ) ˆ ( ) ( ) ˆ ( )) ) ∣ ( )†a aexp d 0 , A.2k k k k k kin,

is the coherent state at the kth inputmode [54]. Here, the parametersαk(ω) are defined as








a w

m

ps
w
s

= - f w-( )
( )

( )
2

exp
4

e . A.3k
k t

2 1 4

2

2
i ik k

That is, for simplicity, we assume that each a w∣ ( )∣k
2 follows aGaussian distribution ofmean zero and standard

deviationσwhich ismultiplied by the intensityμk to guarantee that the condition ò a w w m=∣ ( )∣ dk k
2 holds.

The temporal parameter tk represents the arrival time of the optical pulse that enters theON through its kth
input port.We remark that in the definition of the states y ñ∣ kin, , we have not yet included the fact that their
phasesfk are randomized.Wewill return to this point later.

Let {ujk} be the elements of the unitarymatrixU. By applying equation (A.1), and due to the linearity of the
integral, we have that the state at the output ports of theONcan bewritten as yY ñ = ñ=∣ ˜ ⨂ ∣k

M
kout 1 out, , where

*òy b w w b w w wñ = - ñ( )∣ ( ( ) ˆ ( ) ( ) ˆ ( )) ∣ ( )
†

b bexp d 0 , A.4k k k k k kout,

and b w a w= å =( ) ( )uk j
N

j jk1 . Thismeans that the state Y ñ∣ out at the output ports of the attenuators of efficiencyκ
is given by









*òå k b w w b w w wY ñ = - ñ

=

∣ ( ( ) ˆ ( ) ( ) ˆ ( )) ∣ ( )
†

b bexp d 0 . A.5
k

M

k k k k kout
1

For convenience, note that here—as in themain text—we have included the effect of the efficiencies ηDof the
threshold single-photon detectors into the efficiency of the attenuators.

The probability of having vacuum in a specific outputmode k is related to themean photon number

ò b w w=¯ ∣ ( )∣n dk k
2 of the coherent state in thatmode by = - ¯P e n

0
k. In order to calculate n̄k, letjjk be the phase of

the element ujk ofU, i.e. = j∣ ∣u u ejk jk
i jk. It is then straightforward to show that
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å å åb w a w a w a w

f f j j w

= +

´ - + - + -
= =

-

=

-

∣ ( )∣ ∣ ( )∣ ∣ ∣ ∣ ( )∣∣ ( )∣∣ ∣∣ ∣

( ( )) ( )

u u u

t t

2

cos . A.6

k
i

N

i ik
s

N

j

N s

j s jk sk

j s kj ks s j

2

1

2 2

1

1

1

Thismeans, in particular, that









ò å å åb w w m m m

t

f f j j

º = + -
D

´ - + -
= =

-

=

-

¯ ∣ ( )∣ ∣ ∣ ∣ ∣∣ ∣

( ) ( )

n u u u
T

d 2 exp
4 ln 2

cos , A.7

k k
j

N

j jk
s

N

j

N s

j s jk sk
js

j s kj ks

2

1

2

1

1

1

2

2

where τij=tj−ti represents the delay between the arrival times of the pulses that enter theON through its ith
and jth input ports, andΔT is their FWHM. Finally, we have that the joint probability of detecting a certain
pattern q on the threshold single-photon detectors is given by







=

- -
+ - -q

fm k
q

q k

=

-( ) ( ) ( ) ( )¯P p
1 1

2
1 1 e , A.8

k

M
n, ,

1
dark

k
k k k

wheref f f= ¼{ }, , N1 represents the dependence of that probability on the phase of each input coherent
pulse. This is so because the probability of having no click at output port k (that is, θk=0) is given by

= -fm k k-( ) ¯P p1 e n
0

, ,
dark

k k k, and thus the probability of having a click (θk=1) has the
form = - -fm k k-( ) ¯P p1 1 e n

1
, ,

dark
k k k.

If we consider now the fact that the input coherent states are phase-randomized, wefind that the probability
of detecting the pattern q on the threshold single-photon detectorsDj is given by

ò ò òp
f f f=q q

fm k
p p p

m k

( )
( )P P

1

2
... d d ... d , A.9

N N
,

0

2

0

2

0

2
, ,

1 2

which can be calculated numerically, or even analytically for the simplest cases.

Appendix B.Numerical estimationwith linear programming

For small values of the intensitiesμ={μ1,K,μN}, we have that the coefficients qm k ( ∣ )P P xn of the set of linear
equations given by equation (5) drop quickly to zero as the number of photonsn≡n1,K, nM increases.
Therefore, one can neglect some of the terms in equation (5) to decrease the number of unknowns ( ∣ )P x n to a
finite set. For instance, one can discard all the summation terms that satisfyå >n Mi

N
i cut, for a certain prefixed

parameterMcut. In this way, we obtain that




å å qq
m k m k

Î

( ∣ ) ( ∣ ) ( )P P P Px n x , B.1
Sn x n

n
,

cut

where Scut is the subset that contains all possiblen such that å n Mi
N

i cut. Similarly, one could also obtain an
upper bound on q

m kP , that depends on the same finite number of unknowns ( ∣ )P x n . For this, note that














 

 





å å å å

å å å å

å å å

å å

q q

q

q

q

= +

+

= + -

= + L

q
m k m k m k

m k m

m k m

m k m

Î Ï

Î Ï

Î Î

Î

( ∣ ) ( ∣ ) ( ∣ ) ( ∣ )

( ∣ ) ( ∣ ) ( ∣ )

( ∣ ) ( ∣ )

( ∣ ) ( ∣ ) ( )

P P P P P P P

P P P P P

P P P P

P P P

x n x x n x

x n x x n

x n x

x n x

1

, B.2

S S

S S

S S

S
S

n x n
n

n x n
n

n x n
n

n
n

x n

n x n
n

n
n

n x n
n

,

cut cut

cut cut

cut cut

cut

cut

where thefirst inequality is due to the fact that qk ( ∣ )P x 1and the second equality comes from

å =( ∣ )P x n 1x n andå =mP 1,n n ∀n. Obviously, the leftover term L = - åm m
Î P1S Sn ncut cut

should be as small as
possible.

By using this result, one can numerically obtain an upper bound for the probability ( ∣ )P x n by solving the
following linear program:
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
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m k m k
Î

Î

( ∣ )
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P
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P S

x n
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x n n

max
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, , ,

0 1, ,

1, . B.3

S
S

S

n x n
n

n x n
n

x n

,

,

cut

cut

cut

cut

cut

The lower bound can be estimated by simply replacing themaxwith amin.

AppendixC. Effect of the detection efficiency in the estimation

Themethod proposed in this work allows the estimation of the interference probabilities ( ∣ )P x n for general
ONs evenwhen the threshold detectors have a relatively low detection efficiency. Indeed, themain limitation of
lowdetection efficiencies arises because the valuesκjä[0, ηD] of the set of output effective attenuators are upper
bounded by ηD,with j=1, 2,K,M.When ηD=1, this significantly reduces the range ofκj, and thus the
accuracy of the estimation for afixed number of decoy settings. Importantly, however, it is possible tomitigate
this effect by increasing the number of decoy-state/detector-decoy settings, as this generatesmore constraints
for the linear program. This is illustrated infigure C1, where—for simplicity—we consider upper bounds on the
input−output statistics ( ∣ )P 1, 1 1, 1 and ( ∣ )P 2, 2 2, 2 of a beamsplitter of transmittance η=1/2. The
roughness of the upper bounds ismainly due to thefinite size of the optimization grid. Note that, in theory, for a
continuous optimization grid we have that h h¢[ ( ∣ )] [ ( ∣ )]P Px n x nUb Ub

D D
for h h> ¢

D D, being h [ ( ∣ )]P x nUb
D

the upper bound on ( ∣ )P x n calculatedwith detectors of efficiency ηD. This is because the optimal input and
output settings when the efficiency is h¢D are always also accessible when the efficiency is ηD.
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