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Abstract 

Gesture-based interaction has greatly changed the way in which we interact with online products by 

allowing users to control digital systems with hand movements. This study investigates how gesture-

based interaction modes, namely, mid-air gesture and touchscreen gesture, compared with mouse-based 

interaction, affect consumers’ virtual product experiences (VPE) by eliciting mental imagery (i.e., haptic 

imagery and spatial imagery). Furthermore, we explore how visual product presentation can be designed 

to facilitate different types of interaction modes. Through a lab experiment, we find that touchscreen 

gesture outperforms mid-air gesture and mouse-based interaction in terms of eliciting haptic imagery, and 

this effect is mitigated when 3D presentation is used. We also find that mid-air gesture outperforms 

touchscreen gesture and mouse-based interaction in terms of eliciting spatial imagery when 3D 

presentation is used. Both haptic imagery and spatial imagery can further reduce consumers’ product 

uncertainty. Our results extend prior work on interactivity design of VPE and further contribute to the 

emerging literature on gesture-based interaction. 

 

Keywords: virtual product experience, gesture-based interaction, grounded cognition, mental 

imagery, product presentation  
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Introduction 

Online retail sales have steadily increased over the past decade. A recent report from eMarketer 

predicted that by 2020, the e-commerce industry will surpass $4 trillion and will account for 14.6% of all 

consumer retail spending [30]. Although people are becoming increasingly accustomed to online 

shopping, the lack of physical experiences with products still creates barriers for consumers in making 

informed decisions, resulting in uncertainty, dissatisfaction and product returns [33, 39]. Hence, it is 

important to explore innovative ways to create a realistic and immersive online shopping experience. 

Indeed, researchers and practitioners have endeavored to improve consumers’ virtual product experience 

(VPE), which is defined as the process by which consumers interact with and learn about products in a 

virtual environment [18, 42, 98]. For example, many retailers allow consumers to browse and interact 

with products by touching, swiping, and dragging on touchscreens. Furthermore, innovative retailers, 

such as Marks & Spencer and Topshop, have recently deployed virtual reality applications and virtual 

mirrors in their physical stores, and customers can interact with products virtually by waving their hands 

in the air [90]. 

The above examples show new possibilities for the design of VPE using gesture-based interaction 

technologies. In recent years, the development of touchscreen devices (e.g., smartphones, tablets and 

touchscreen laptops) and mid-air gesture controllers (e.g., Microsoft Kinect, Wii and Leap Motion) has 

revolutionized the way in which we interact with products virtually. While touchscreen gesture allows 

consumers to tap, drag, and stretch products with hand movements on touchscreens, mid-air gesture 

enables consumers to reach, point, and manipulate products using a hand in the air [87]. Compared with 

conventional mouse-based interaction, the two types of gesture-based interaction is believed to provide a 

more natural and intuitive interaction experience [28], leading to sensorial and imaginative immersion 
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[76]. Indeed, practitioners have endeavored to design hardware devices and software applications to 

support different types of gesture-based interaction. For example, laptop and smartphone manufacturers, 

such as Microsoft and Apple, are contemplating incorporating mid-air gesture input into their new 

products [34, 75]. E-commerce giants, such as Amazon, are providing tools and platforms for developers 

to create innovative digital experiences suitable for gesture-based input devices [64]. It is thus important 

for marketers and retailers to understand the opportunities to enhance consumers’ VPE through the use of 

sensory-enriched gesture-based interaction modes [25, 40, 76]. Therefore, the primary objective of this 

study is to provide a rigorous examination of the effects of interaction modes (mid-air gesture vs. 

touchscreen gesture vs. mouse-based interaction) in the VPE context.  

Prior research has identified two independent and distinct facets essential to the design of VPE: the 

way in which users interact with products and the representational quality of how product information is 

conveyed to users visually [44, 89]. Hence, in addition to considering simulating users’ interactions with 

products, VPE research has focused on increasing the vividness of the visual presentation [21, 38, 44, 86, 

104]. In this study, we examine two prevalent visual presentation formats, 2D vs. 3D. In 2D format, 

products are presented using multiple static images. In 3D format, products are presented in a continuous 

and smooth rotation format. The two presentation formats are expected to exert different sensorial 

impacts on users, leading to different product perceptions. Furthermore, when people synthesize 

information gained from different sensory channels (e.g., visual and bodily), multiple sensory cues may 

facilitate or inhibit each other in influencing consumer perception [3, 95, 97]. Accordingly, this study not 

only explores the effects of interaction mode and visual presentation individually but also examines how 

their interplay determines consumers’ VPE. Our findings will assist online retailers and marketers in 

understanding how to properly display products for consumers using different interaction modes. 
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In particular, we are interested in the impacts of interaction mode and visual presentation on 

consumer’s mental imagery. Past research has suggested that consumers make judgments and purchase 

decisions based on multiple sensory inputs, i.e., vision, touch, audition, smell, and taste [50, 54]. A lack 

of actual sensory input often results in product uncertainty, which is defined as a buyer’s difficulty in 

evaluating product characteristics and predicting how a product performs [27, 46]. Under such 

circumstances, people rely on mental imagery elicited by external stimuli to judge product performance 

[29, 53, 103]. Mental imagery, also called mental simulation, is a cognitive process in which a sensory 

experience is represented in working memory [65]. The process resembles actual perceptual experience 

but occurs in the absence of real sensory input. Although the prior VPE literature has revealed the 

importance of mental imagery in driving online purchase intentions [88, 114], these studies considered 

mental imagery as a general simulation of product exploration and did not consider its multisensory 

nature. Recent studies have shown that mental imagery consists of different aspects, e.g., olfactory 

imagery, haptic imagery, spatial imagery, and gustatory imagery, which are triggered by different 

mechanisms [52, 95]. This complexity calls for a more fine-grained conceptualization of mental imagery 

in VPE research.  

In this study, we focus on two types of mental imagery, i.e., haptic imagery and spatial imagery, both 

of which are important for product evaluation but difficult to elicit with mere visual stimuli [47]. 

According to grounded cognition theory, an individual’s bodily feelings and actions, e.g., gestures, can 

help them retrieve past experiences stored in memory, activate mental representations associated with 

these feelings and thus facilitate mental imagery [7]. In daily life, we employ different gestures to explore 

product haptic attributes (e.g., texture and material) and spatial attributes (e.g., size and structure). Hence, 

different types of gesture control (i.e., touchscreen gesture and mid-air gesture) may consist of distinct 

sensorimotor information and facilitate haptic imagery and spatial imagery to different extents.  
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In summary, this study aims to investigate the ability of different interaction modes (i.e., mid-air 

gesture vs. touchscreen gesture vs. mouse-based interaction) and visual presentation formats (i.e., 2D vs. 

3D) to elicit consumer mental imagery (i.e., haptic imagery and spatial imagery) and further affect the 

online consumer experience (i.e., reducing product uncertainty). Furthermore, to investigate how our 

minds integrate information from different sensory modalities (i.e., bodily and visual), we will also study 

the interplay between the interaction mode and visual presentation and thereby provide a holistic 

understanding of VPE design. The remainder of the paper is organized as follows. First, we present a 

review of theories and related studies, as well as their application to our research context. Then, we 

propose our research model and describe a lab experiment designed to test the research model. Finally, we 

discuss the results, contributions, and future research directions.  

Theoretical Foundation and Related Work 

In this section, we first review the literature on VPE, followed by that on mental imagery, which 

plays a critical role in product evaluation when actual sensory experience is lacking. Finally, we describe 

grounded cognition theory, which explains why our bodily feelings and actions, e.g., the gestures that we 

use to interact with products virtually, can facilitate mental imagery. 

Virtual Product Experience 

Online shopping constrains the extent to which consumers can feel and experience products, raises 

barriers to product perception, and creates “distance” between consumers and products [104]. To 

overcome these barriers, certain designs of IT artifacts have been proposed to enable VPE, i.e., an online 

experience that simulates consumers’ ability to feel, touch, and test products [18, 42, 98]. By creating a 

satisfactory substitute for a direct experience with a product, VPE design aims to facilitate the mental 

activities involved in product evaluation, such as product understanding and consumer learning and 
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judgment [43, 111, 113]. To achieve these goals, much attention has been paid to improving the 

interactivity of VPE design. Interactivity refers to the experience that occurs when a consumer interacts 

with a virtual representation of a product on a website and can be defined as “the degree to which 

consumers perceive that a product presentation is two-way, controllable, and responsive to input” [18, 

44]. Studies have shown that VPE designs with higher levels of interactivity generally perform better in 

terms of improving product learning and evaluation [88, 89, 96].  

Indeed, researchers have proposed and evaluated various VPE designs with varying levels of 

interactivity, such as visual and functional control [42, 44, 88], virtual mirror application [104], and 

restricted interaction [113]. However, most of these studies have been conducted in the mouse-based 

context, where only limited input approaches (i.e., clicking, hovering and dragging) can be supported. In 

recent years, the use of hand movements as input enabled by gesture-based interaction technologies has 

greatly changed the way consumers interact with products. Gesture-based interaction technology allows 

users to control and manipulate products directly with their hands and removes the need for any 

intermediary devices (e.g., a mouse or a stylus). Several advantages of gesture-based interaction have 

been identified, including naturalness and expressiveness, learnability, freedom, and the ability to 

leverage existing dexterous skills in different contexts [74, 84, 85].  

Two types of gesture-based interaction deserve particular attention, i.e., touchscreen gesture and mid-

air gesture, both of which are increasingly adopted in the VPE context. While the former requires users to 

touch the screen or surface of a device physically, the latter allows freeform gestures in the air [87]. 

Although both touchscreen gesture and mid-air gesture enable users to interact with products using hands 

directly, they differ in several aspects. For instance, mid-air gesture controllers (e.g., Leap Motion and 

Microsoft Kinect) can capture hand postures and motions in a three-dimensional space, while 
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touchscreens only allow users to move their hands on a flat surface [117]. In addition, touchscreens allow 

consumers to touch a tangible interface, which is not possible using mid-air gestures [105].  

Prior research has investigated how consumers evaluate products and make decisions on different 

devices, i.e., touch-based tablets and mouse-based PCs. For example, compared with a mouse-based PC, a 

touch-based tablet led to greater engagement and enjoyment [22] and enhanced consumers’ perceived 

ownership and endowment of the focal product [14]. Furthermore, touchscreens were observed to lead to 

more impulsive and diversity-seeking purchase behavior [4, 112]. However, the results of the interaction 

mode in these studies may be confounded by other factors, such as screen size and portability (e.g., iPad 

compared to a laptop) [14]. In addition to touchscreen gesture, mid-air gesture has shown great potential 

in the VPE context. Many retailers have explored ways to engage customers with the digital experience 

enabled by mid-air gesture-based devices. For example, to promote their homeware, Marks & Spencer 

allows its customers to drag and drop items with mid-air gestures to create a digital living space displayed 

in virtual reality (VR) [26]. Timberland and Topshop have implemented virtual fitting applications in 

which consumers can see themselves try on different shoes and clothes displayed on a screen by waving 

their hands in the air [90]. However, despite the increasing use of gesture-based interactions by 

practitioners, there have been no systematic examinations of the differences between the three interaction 

modes, i.e., mid-air gesture, touchscreen gesture, and mouse-based interaction.  

In summary, prior research has highlighted that the effects of VPE may be influenced by the way in 

which users interact with products and that such interaction experience can be enormously enriched by 

gesture-based interaction technologies. In this study, we incorporate different types of gesture control into 

the VPE framework and thus provide a holistic understanding of the interactivity design of VPE. 

Consumer Mental Imagery  
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Prior research has documented the importance of sensory input in consumer judgments and purchase 

decisions [50, 54]. However, due to the technological limitations of the digital interface, it is often 

difficult for buyers to acquire sufficient sensory input to fully evaluate products. In this case, people rely 

on mental imagery in their judgments and evaluations [19, 49]. Mental imagery is defined as a cognitive 

process in which sensory information is represented in working memory [65]. It entails sensory 

representations of ideas, feelings, and objects or experiences with objects, which allow people to more 

accurately anticipate the actual consequences of imagined scenarios. Indeed, many studies have 

demonstrated that vivid mental imagery can enhance purchase and consumption intentions. For example, 

advertisements using imagery-eliciting messages result in more favorable attitudes toward the advertised 

product [2]. Similarly, appetitive stimuli can activate simulations of consuming and enjoying a particular 

food and thus enhance purchase intention [73]. Although the role of mental imagery has been well-

recognized in advertising and marketing research, it remains to be explored whether consumer mental 

imagery can potentially reduce product uncertainty, which is one of the most serious obstacles in online 

shopping [39, 46].  

Despite a large number of studies on mental imagery as a general consumption experience, recent 

studies have started to investigate different dimensions of mental imagery, e.g., gustatory imagery [94], 

olfactory imagery [53], haptic imagery [78], and spatial imagery [16]. These studies have suggested that 

different types of mental imagery are triggered by various stimuli and through different mechanisms [49]. 

When people shop online, it is often difficult, if not impossible, for online shoppers to examine two types 

of product attributes, i.e., haptic attributes (e.g., texture, hardness, smoothness) and spatial attributes (e.g., 

shape, structure, orientation, motion), although they are important to product evaluation [48, 58]. 

Accordingly, we focus on both types of mental imagery in our study, i.e., haptic imagery and spatial 

imagery, both of which can be facilitated by gesture control and visual presentation. 
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Specifically, haptic imagery is mental representations of a touch experience when the actual touch 

sense is not accessible [17, 78]. Vivid haptic imagery can facilitate product evaluation as a surrogate for 

actual touch [78]. Initial evidence has shown that the involvement of the hand even without actual haptic 

experience, e.g., seeing other people touch a product or touching a product displayed on a tablet, can 

induce more thoughts on haptic attributes in product evaluation [15, 80]. Spatial imagery is mental 

representations of spatial properties, such as spatial relations among components, locations of objects in 

space, movements of objects and other parts, and other complex spatial transformations [13, 16, 31]. 

Spatial imagery is also important for online consumers, who need to picture the physical shape, outline, 

and structure of the product, as well as how the product can fit into the environment, in their minds. 

Allowing people to gesticulate has been found to improve user performance in several spatial cognition 

tasks, such as geometric understanding, location navigation, and spatial memory [45, 101, 115]. Overall, 

previous studies have yielded considerable evidence that gesture-based interaction can facilitate haptic 

and spatial thinking. However, it remains to be explored how different types of gesture-based interaction 

perform regarding the elicitation of haptic imagery and spatial imagery.  

In summary, the findings from existing research suggest that, when actual sensory information is not 

fully accessible, mental imagery plays an important role in consumer judgment and behavior. 

Complementing the literature investigating mental imagery as a general consumption experience in the 

VPE context [88, 89], this study further explores two types of mental imagery: haptic imagery and spatial 

imagery. While previous studies have demonstrated that specific verbal and visual information can elicit 

mental imagery [63, 71], recent advancements in grounded cognition show that bodily feelings and 

actions can often serve as triggers of mental imagery. In the following, we will describe the theory of 

grounded cognition, which explains why mental imagery can be stimulated by our own bodily feelings 

and actions. 
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Grounded Cognition  

While traditional psychological theories have viewed cognition as the computation of amodal 

symbols in a modular system, the theory of grounded cognition holds that an individual's cognition is 

grounded by the environment, situations, as well as one’s bodily feelings and actions [7, 10]. In other 

words, our cognitive activities can be influenced by sensorimotor processes and situated in specific 

contexts and situations. In particular, the idea that our bodily feelings and actions modulate our cognition 

has received much empirical support from psychology and consumer behavior research. For instance, it 

has been found that the action of taking (active requiring) a product, compared to receiving (passive 

requiring), creates an illusion of choice and enhances the attractiveness of the product [35]; physically 

touching a product (vs. not touching it) can increase emotional attachment and greater purchase intention 

[80].  

The reason for these emerging findings on grounded cognition is that our brain captures states (e.g., 

perceptual, motor, and introspective) across different modalities and integrates them with a multimodal 

representation stored in memory [5, 55-57]. Later, when knowledge is needed to represent a scenario, 

multimodal representations captured in past experiences are activated to help people simulate an actual 

experience in their minds. For example, when one eats a piece of cake, the brain registers the various 

sensory experiences involved in this consumption (e.g., how the cake appears visually, what it smells like, 

and what it tastes like). When an individual is later exposed to an incomplete sensory exposure, e.g., the 

smell of a cake factory, he or she can mentally simulate earlier experiences associated with the cake, 

resulting in the activation of many sensory regions in the brain that were active during actual 

consumption. Thus, when exposed to the smell of cake, people might recall the sweet taste and picture 

various cakes in their minds. Several neuroimaging studies have corroborated this proposition [94, 116].  
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According to grounded cognition theory, similar to verbal and visual information, our bodily actions 

can activate consumers’ associated experiences stored in their memories, and the activated mental 

representations can supplement the missing sensory experience that consumers need to evaluate products. 

When people interact with products physically, they use various gestures to explore different attributes 

and properties. When induced to perform these gestures, people might remember the associated product 

interaction experience and thus generate mental imagery. In daily life, hardness, texture, and temperature 

(i.e., haptic attributes) can be examined with hand movements on the product surface, while the 

examination of volume, shape, structure, and function (i.e., spatial attributes) requires gesturing in three-

dimensional space [48, 58]. Because the hand is one of the principal sources of input to explore objects’ 

haptic [79] and spatial information [107], we believe that hand movements, as a specific type of bodily 

actions, can influence consumers’ haptic imagery and spatial imagery.  

Grounded cognition theory has significant implications for mental imagery and VPE research. First, 

this theory suggests that users’ bodily actions used to interact with products can affect their mental 

imagery because they can activate related knowledge and experiences stored in memory. Furthermore, 

grounded cognition theory suggests that people can synthesize inputs from different sensory modalities in 

an ongoing and dynamic fashion [7, 8, 10]. It is noteworthy that when the mental representations 

triggered by one channel are inconsistent with the actual sensory input from another channel or the mental 

representations activated by another channel, people have difficulty in synthesizing the information to 

construct coherent mental imagery [51, 81]. For example, viewing a visually graspable product induces a 

mental representation of the required action, i.e., reaching out with one's dominant hand to hold the 

object. In this case, restriction of the dominant hand (e.g., because it is currently holding another object) 

will hamper the ease of mentally representing this action and further result in negative attitudes [91]. In 

the VPE context, such sensory incongruence experience is more likely to occur because both visual and 
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gestural inputs are created artificially. Therefore, it is important to study the interplay between visual 

presentation and interaction mode in creating a realistic and coherent VPE.  

Hypothesis Development 

This study investigates how the interaction mode and visual product presentation affect consumers’ 

VPE from a mental imagery perspective. Three interaction modes were compared, namely, mid-air 

gesture, touchscreen gesture and mouse-based interaction. For visual presentation, we focus on two 

popular presentation formats: 2D (i.e., presenting several static images of a product) and 3D (i.e., 

presenting the product with 360-degree rotation), both of which allow users to view products from 

different angles and perspectives. In the next section, we first present the effects of visual presentation 

format and interaction mode on consumers’ haptic imagery and spatial imagery, respectively. Then, we 

reveal the downstream effects of haptic and spatial imagery on product uncertainty. The research model is 

depicted in Figure 1. 

[insert Figure 1 about here] 

The Effects of Visual Presentation and Interaction Mode on Haptic 

Imagery 

Prior research has found that visual stimuli can trigger thoughts on haptic exploration when actual 

haptic input is not accessible. For example, orienting a product toward an individual’s dominant hand 

could elicit mental simulation of touching and holding the product, subsequently leading to more 

favorable attitudes toward the product [23, 29]. In the VPE context, visual cues that simulate stroking of 

the cloth in response to mouse dragging elicited more realistic touch sensations and improved the 

diagnosticity of haptic attributes in product evaluation [72]. These findings imply that visual information 

can allow for the mental simulation of touch without any actual haptic input. 
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3D presentation allows consumers to use their input devices (e.g., mouse, touchscreen, mid-air 

gesture controller) to modify the viewing angle of the product and receive real-time visual feedback. 

Products rotate smoothly and continuously in response to their input. As such, 3D presentation not only 

provides product cues but also offers some product experience cues that consumers typically would 

perceive when the product is under their control in proximity. Indeed, the prior literature suggests that 3D 

presentation, compared with 2D presentation, elicits higher perceived control [21] and that such 

experience in the actual world often requires touching, holding and manipulating [79]. Thus, when 

consumers have stronger control over the product stimulated by responsive visual feedback, they might 

infer that they are close to the product and can touch and manipulate the product as in the physical 

environment. In other words, 3D presentation allows the consumer to inspect the product in such a way 

that it, at least to some extent, resembles product inspection in unmediated settings. Accordingly, 3D 

presentation will lead to vivid haptic imagery. By contrast, with 2D presentation, consumer actions result 

in discrete image switching. Such interaction experiences can cause people to feel that they are simply 

interacting with product images, instead of touching and manipulating an actual product. The visual 

feedback of image switching is not able to provide them with an experience that mimics the inspection of 

a product in the real world. Thus, it would be more difficult for consumers to transform 2D presentation 

into vivid haptic imagery. Therefore, we propose the following. 

H1: Compared with 2D presentation, 3D presentation leads to more vivid haptic imagery. 

Although visual information can facilitate haptic imagery, the hand is still regarded as the most 

important sensory source of haptic information [48, 79]. According to the theory of grounded cognition, 

when making judgments, consumers not only rely on available sensory information but also recall their 

prior experience associated with the sensory input [6, 7]. Because in daily life, people often use their 
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hands to explore a product’s haptic attributes (e.g., texture, hardness and smoothness), the gestures users 

apply to interact with products virtually can activate their prior experience and thus facilitate haptic 

imagery. As the three interaction modes support different hand movements and gestures, they are 

expected to facilitate haptic imagery to different extents. 

When using touchscreen gestures, consumers can sense the motions of their hands, which are often 

employed when they are interacting with an actual product. The gesture of reaching out to touch the 

screen is similar to the gesture of reaching out to touch the product [92]. By stimulating the kinesthetic 

feelings involved in touch, touchscreen gestures thus can facilitate the retrieval of past haptic exploration 

experience and provide consumers with natural and vivid simulations of touch. In addition, on 

touchscreens, consumers can directly touch the product images, which simulates physical contact with a 

product despite the contact actually being mediated via the touchscreen. Indeed, prior research has 

suggested that both kinesthetic feelings experienced from body movements and tactile feelings 

experienced from physical contact with a product contribute to the formation of haptic perception [58, 

60]. As both the kinesthetic experience and tactile experience are well-simulated in interaction with 

products via touchscreen, we can expect that touchscreen gestures can elicit vivid haptic imagery.  

Unlike touchscreen which allows consumers to use their hands and fingertips directly, people move 

and click the mouse to interact with products when using a mouse. The naturalness of the product 

experience is greatly constrained by the intermediary device, i.e., the mouse [18]. Therefore, it will be 

difficult for consumers to mentally transform the mouse movements into a vivid touch experience. In 

addition, the prior literature suggests that occupying one’s dominant hand can inhibit haptic simulation 

[91]. Hence, people may have difficulty in portraying themselves touching the product when holding the 

mouse. When people interact with products using mid-air gestures, consumers move their hands and 



17 

 

 

 

fingers in the air. Although mid-air gestures also provide the kinesthetic experience often involved in 

haptic exploration, it is difficult for users to achieve simulated physical contact with the product by 

moving their hands in the air. The prior literature suggests that touch is considered a near or “proximal” 

sense because it needs to be achieved by bodily contact [54]. When the hands are not in close proximity to 

a product or images of a product, users will be less likely to feel that they can touch and inspect the 

product [60]. The absence of simulated contact with the product thus may inhibit consumers using mid-air 

gestures from forming vivid haptic imagery. Therefore, we hypothesize the following. 

H2: Touchscreen gesture leads to higher haptic imagery than (a) mouse-based interaction and (b) 

mid-air gesture. 

As grounded cognition theory suggests, when an experience occurs, the brain captures states across 

the modalities and integrates them with a multimodal representation stored in memory [6, 9, 10]. While 

sensory input from multiple channels can trigger different mental representations, our minds can 

synthesize the information. In real life, when we touch and move our hands on a product, we see the 

product react to our gestures by stroking, turning, rotating, etc. Therefore, although we theorize that 

touchscreen gesture will perform best in terms of enhancing haptic imagery, such effects may be 

moderated by the visual presentation format. 

As discussed earlier, compared to 2D presentation, 3D presentation responds to user input in a more 

responsive way by rotating and spinning, which can evoke a higher sense of control. Given that 

consumers associate direct product experiences with high levels of control [60, 72], they might perceive 

products in which they have greater control to be more tangible. In addition, when we touch and 

manipulate a product in the physical world, the product rotates and transforms smoothly, instead of 

shifting images. The responsive visual feedback enabled by 3D presentation, which provides concrete 
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information similar to one’s established mental model of a touch experience, will complement the 

information needed to construct vivid haptic imagery [62, 88]. Under such circumstances, even when 

mental representations of touch activated by bodily actions are low (i.e., when people use mouse-based 

interaction or mid-air gesture), consumers can still picture a haptic exploration experience in their mind, 

facilitated by effective visual feedback. Therefore, the differences among the three interaction modes in 

terms of eliciting haptic imagery will become less prominent when 3D presentation is provided. 

With 2D presentation, user input, e.g., swiping on the touchscreen, waving in the air, and dragging the 

mouse, will result in discrete image switching. The mere visual feedback of image switching cannot offer 

sufficient support to stimulate haptic imagery. Touchscreen users can have tangible contact with product 

images via the touchscreen and interact with products using natural touch gestures. In this case, even 

when the visual stimuli are not substantial, users can still picture a touch experience in their mind vividly. 

However, mid-air gesture and mouse users in this case have to pay additional effort to retrieve 

information associated with touch from prior experience to transform the discrete image switching into a 

holistic touch experience. Accordingly, the advantage of touchscreen gesture over mid-air gesture and 

mouse-based interaction will prevail with 2D presentation. Therefore, we propose the following. 

H3: The superior effect of touchscreen gesture over (a) mouse-based interaction and (b) mid-air 

gesture on eliciting haptic imagery is stronger when 2D is used than when 3D is used. 

The Effects of Visual Presentation and Interaction Mode on Spatial 

Imagery 

Although spatial representations can be triggered by various cues, there is a general consensus on the 

crucial role of visual information, which can depict spatial relationships more directly [77]. It is well-

documented that pictorial representations are more effective than textual representations when people are 
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involved in spatial cognition tasks, such as solving geometric problems, finding a place, and learning 

complex mechanical functions [1]. Therefore, we believe that the visual presentation of a product is 

important for the creation of spatial imagery.  

When 3D presentation is used, products are rotated smoothly and presented from different 

perspectives. 3D provides more concrete spatial information and vivid spatial transformation [61]. As the 

theory of grounded cognition suggests, people make inferences about the missing elements based on their 

past experience and memory. When information is rich, they do not need to mentally supply much 

information based on prior experience. Accordingly, it will be easier for them to form mental 

representations of spatial properties, e.g., shape, structure, and motions. Accordingly, individuals can 

easily portray products in a multi-dimensional way in their minds as if they are in the actual environment. 

By contrast, when browsing a product in 2D presentation, which depicts the product from different 

perspectives with different images, consumers need to mentally transform the discrete 2D images into 

spatial concepts and properties. They have to spend extra effort recalling past experience to build mental 

representations of various spatial aspects, e.g., product components, their relationship with the 

environment, and spatial transformation. Therefore, it will be difficult for them to construct vivid spatial 

imagery. Hence, we propose the following. 

H4: Compared with 2D presentation, 3D presentation leads to more vivid spatial imagery. 

In addition to visual information, previous findings also imply that gestures can facilitate spatial 

information processing [107]. Because the exploration of spatial characteristics often involves motor 

processes, such as contour following, part motion, and enclosure [60], hand movements and spatial 

representations might be interwoven in one’s memory. According to the theory of grounded cognition, 

our brain automatically complements information based on our stored knowledge and experience. The 
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close connection between hand movements and spatial cognition in people’s daily lives indicates that 

interaction modes supporting different hand movements may differ in their ability to facilitate spatial 

imagery. Indeed, many prior studies have observed positive effects of mid-air gestures on spatial memory 

performance (i.e., memory of locations) [41, 101]. 

When exploring spatial attributes, such as object shapes and structures, consumers will rotate or 

manipulate parts of the object via hand movements in three-dimensional space. Using mid-air gestures to 

interact with products, people can move their hands freely, and these hand movements resemble the 

gestures employed to explore spatial properties in the real world. Thus, mid-air gestures can activate 

spatial representations and thereby facilitate spatial imagery. In addition, to fully represent the spatial 

details of a product mentally, people often need to rotate and transform the product to understand the 

spatial relationships among components and between the product and the environment. Evidence has 

shown that mental rotation relies on processes analogous to those involved in physical rotation [108]. 

Thus, rotating and moving one’s hand in the air might facilitate the spatial transformation process in the 

mind.  

By contrast, when interacting with products using a mouse and touchscreen gesture, people make 

hand movements on a flat surface, either on a desk or on a touchscreen. The prior literature suggests that 

mental and physical rotations interfere with one another and that judgments about mental rotations are 

influenced by concurrent physical rotation [109]. Thus, mouse-based interaction and touchscreen gesture, 

which do not support physical rotation and transformation, may inhibit one’s ability to perceive spatial 

information. Therefore, it is conceivable that allowing users to move and rotate their hands in the air, as 

supported by mid-air gesture-based interaction, will elicit more vivid spatial imagery compared with 

moving their hand on a flat surface via a mouse or a touchscreen. Hence, we propose the following. 
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H5: Mid-air gesture leads to higher spatial imagery than (a) mouse-based interaction and (b) 

touchscreen gesture. 

As the theory of grounded cognition suggests, the human brain uses multiple sources of sensory 

information to form coherent and robust perceptions of objects. To obtain a complete spatial 

representation of a product, people often use their hand to rotate and manipulate the product to view the 

product from different angles. Thus, both visual and gestural channels are involved in spatial information 

processing [37, 77]. Therefore, although we expect mid-air gesture to be more effective in eliciting spatial 

imagery than touchscreen gesture and mouse-based interaction, this effect might also differ depending on 

specific visual presentation formats. 

3D presentation can visually present rotations and spatial transformations about a product in response 

to user input. In this case, consumers using mid-air gestures can see the product rotate and transform, 

following their natural gestures as if the product was in the physical environment. In actual spatial 

exploration, people move their hands back and forth and see products rotate and transform. Thus, 3D 

presentation and mid-air gestures create a simulated spatial exploration experience resembling the actual 

experience. As such, when mid-air gestures are used, consumers can create vivid spatial imagery. By 

contrast, touchscreen gesture and mouse-based interaction are less likely to facilitate spatial 

representations because the hand movements are on a flat surface and thus are limited in their ability to 

embody spatial information. In this case, even when people receive vivid spatial information from the 

visual channel enabled by 3D presentation, they may not be able to synthesize the information well 

because of the incongruence between the visual information and bodily actions. Therefore, mid-air 

gesture will lead to higher spatial imagery than touchscreen gesture and mouse-based interaction when 3D 

presentation is employed. 
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Although 2D presentation can also display a product from different angles by using multiple images, 

it cannot depict smooth and vivid spatial transformations. Although we hypothesize that mid-air gesture 

can facilitate mental representations of spatial properties, such effects might be mitigated by the 

incongruent 2D visual feedback. When people perform certain actions, they make inferences about what 

is likely to happen in the current situation via the process of “pattern completion” [7]. When exploring the 

spatial attributes of products, people usually move their hand following the outline and structure of the 

product and expect the product to react to their gestures by rotation, transformation, decomposition, etc. 

Such reactions occur in a 3D space and are difficult to execute in a 2D environment. Therefore, 2D 

presentation can result in a strong sense of incongruence between the expectations triggered by mid-air 

gestures and the actual visual input. Such incongruence might inhibit people from constructing spatial 

imagery by synthesizing information from gestural and visual channels. Thus, 2D presentation could 

weaken the positive effects of mid-air gesture on eliciting spatial imagery. According, we hypothesize the 

following.  

H6: The superior effect of mid-air gesture over (a) mouse-based interaction and (b) touchscreen 

gesture on eliciting spatial imagery is stronger when 3D presentation is used than when 2D presentation 

is used. 

The Effects of Mental Imagery 

The intangible nature of online shopping means that consumers are deprived of complete sensory 

experience, resulting in product uncertainty. Unlike consumers in physical markets, buyers in online 

markets can experience products via the virtual interface only by reading descriptions and customer 

reviews and by virtually interacting with the product through images or videos. To understand new 

products, consumers can use the prior knowledge and experience already encoded in their memories as a 
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source of information [68, 99]. Previous neuropsychological work has also indicated that mental 

simulation is associated with increased activation of brain areas involved in processing real sensory 

information [94]. Thus, mental imagery could compensate for actual sensory input, helping people to 

anticipate the performance of the product. In particular, vivid haptic imagery could make people feel that 

they are close to the product and thus create a sense of non-mediation. When a product is perceived as 

more physically present with a consumer, instead of only being present on the screen, consumers may 

have a stronger sense of ownership, eliminating concerns about negative performance [93]. For spatial 

imagery, when people can clearly visualize the spatial details of the product in mind, such as spatial 

relationships among the components, shape, and outline of the product, they will feel more 

knowledgeable about the product and thus become more confident in product evaluation. Therefore, we 

believe that when people can portray haptic exploration processes and spatial properties vividly in the 

mind, they will feel less uncertain about the product. Hence, we expect the following. 

H7: Increased haptic imagery reduces product uncertainty. 

H8: Increased spatial imagery reduces product uncertainty. 

Methods 

Experiment Design 

To test the hypotheses, a 3 (interaction mode: touchscreen gesture vs. mid-air gesture vs. mouse-

based interaction) by 2 (visual presentation: 2D vs. 3D) between-subjects lab experiment was conducted. 

The participants were randomly assigned to the six conditions and were asked to complete a product 

evaluation task. A lounge chair was selected as the focal product because both haptic attributes (e.g., 

softness and texture) and spatial attributes (e.g., design, shape, size, structure, fit to environment) are 

important when judging the product. The interaction mode was manipulated with different types of input 
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devices. The participants were required to complete the task on a laptop using a mouse, the touchscreen of 

the laptop, or a mid-air gesture controller (i.e., Leap Motion1).  

Two websites were developed to display the product with either 3D presentation or 2D presentation. 

In the 3D conditions, the product was presented in a continuous and smooth rotation format. Mouse users 

could drag the mouse to rotate the chair; touchscreen users could place a finger on the chair and drag it by 

moving left and right; and Leap Motion users could wave their hand left and right in the air to rotate the 

chair. In the 2D conditions, five images presenting the chair from different angles were displayed on the 

website. Mouse users could click on the product, touchscreen users could flick a finger left and right on 

the product, and Leap Motion users could move their hands left and right in the air to switch the images. 

We also provided a short description of the chair beside the product to explain the material, size, 

components and other features. The experimental website is presented in Figure 2. 

Experimental Procedure 

A recruitment advertisement was posted on the online forum of a major university in Asia three 

weeks before the experiment. In the advertisement, we described the general purpose of the study and 

provided a registration link. Specifically, university students were invited to participate in an online 

shopping task and answer some questions about their shopping experience. During the registration, 

participants were asked to select a time slot and provide some demographic information, such as age, 

gender, prior online shopping experience, need for touch, and spatial imagery capability. Upon arrival, 

they were randomly assigned to one of the six experimental conditions. The participants first underwent a 

training session in which we provided instructions on how to interact with the product using the specific 

                                                 

1 Leap Motion is a device that facilitates user interaction with the computer via mid-air gestures. It can create a virtual “touch” 

surface in the 3D space and recognize users’ gestures around the virtual surface. An illustration of Leap Motion usage is 

presented in Figure 2. More information about the device can be accessed via www.leapmotion.com. 
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interaction mode. Subsequently, they were asked to imagine that they had just moved to a new apartment 

and needed to acquire some furniture. They were then asked to evaluate a lounge chair for potential 

purchase. The participants performed the product evaluation task on the same laptop using a mouse, the 

touchscreen of the laptop or Leap Motion. To ensure that the participants used the specific interaction 

mode as instructed and would not interfere with each other, we assigned only one participant to each 

session. After completing the product evaluation task, the respondents were asked to answer a post-

experimental questionnaire that captured major constructs, i.e., haptic imagery, spatial imagery, and 

product uncertainty. A list of the specific measurement items is presented in Online Appendix C. At the 

end of the experiment, each participant received approximately US$5 as a reward. On average, each 

session took approximately 15 minutes.  

Data Analysis and Results  

Subjects’ Background Information 

One hundred eighty-three participants were recruited from 6 academic faculties/schools and 22 

departments, representing very diverse backgrounds. They were randomly assigned to the six conditions, 

resulting in approximately 30 participants in each condition (as shown in Table 2). This ensured a 

sufficient statistical power of 0.8 for a medium effect size [24, 32]. Among them, 60% were female. The 

age of the subjects ranged from 18 to 32 (M = 22). There were no significant differences in the measured 

demographic variables across the six conditions.  

Instrument Validity 

The measurement model was first assessed by examining the reliability and validity of key constructs. 

Cronbach’s alpha of the measures of haptic imagery, spatial imagery and product uncertainty was 0.84, 

0.72, and 0.80, respectively, indicating adequate reliability of the measurement scales [20, 69]. The 
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correlations between these variables were reported in Table 3. We further evaluated the model’s 

convergent validity and discriminant validity with exploratory factor analysis. The results showed that 

measurement items loaded heavily on their intended factor and lightly on other factors, indicating 

adequate convergent and discriminant validity (see Table 4 for factor loadings) [102].  

 [insert Table 3 and Table 4 about here] 

Results for Haptic Imagery and Spatial Imagery 

Multivariate analysis of variance (MANOVA) was conducted to detect the joint effects of interaction 

mode and visual presentation on haptic imagery and spatial imagery. The results yielded overall 

significant effects of visual presentation format (F(2, 176) = 6.87, Wilks’ lambda = 0.928, p < 0.005), 

interaction mode (F(2, 176) = 2.81, Wilks’ lambda = 0.939, p < 0.05) and the interaction between visual 

presentation and interaction mode (F(4, 352) = 3.16, Wilks’ lambda = 0.932, p < 0.05) on the dependent 

variables (i.e., haptic imagery and spatial imagery). Whereas MANOVA was useful in validating the 

importance of the independent variables on the dependent variables, its results did not verify their 

respective effects on each of the dependent variables. Therefore, to test the effects of the independent 

variables on each of the dependent variables separately, separate analyses of variance (ANOVAs) were 

conducted.  

ANOVA with haptic imagery as the dependent variable revealed a significant effect of visual 

presentation (F(1, 177) = 10.90, p < 0.005, η2
p = 0.06) and a significant effect of interaction mode (F(2, 

177) = 4.86, p < 0.01, η2
p = 0.05) on haptic imagery (as shown in Table 5 and Table 6). In general, 3D (M 

= 4.34) led to stronger haptic imagery than 2D (M = 3.80). Hence, H1 was supported. Planned contrast 

tests revealed that touchscreen gesture (M = 4.43) led to higher haptic imagery than mid-air gesture (M = 

3.84, p < 0.05) and mouse-based interaction (M = 3.93, p < 0.05). Hence, H2a and H2b were supported. 
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[insert Table 5 and Table 6 about here] 

In addition, because the interaction effect between visual presentation format and interaction mode on 

haptic imagery (F(2,177) = 2.55, p = 0.08, η2
p = 0.03) was significant (albeit marginally), we further 

proceeded to conduct a simple main effect analysis. The results suggested that visual presentation 

moderated the effect of interaction mode on haptic imagery. Pairwise comparison tests further revealed 

the following: (1) with 2D presentation, touchscreen gesture elicited stronger haptic imagery (M = 4.42) 

than mid-air gesture (M = 3.42, p < 0.005) and mouse-based interaction (M = 3.55, p < 0.01); (2) with 3D 

presentation, the different interaction modes did not differ in eliciting haptic imagery (Mmouse = 4.32 vs. 

Mtouchscreen = 4.44 vs. Mmid-air = 4.27, p > 0.1). Therefore, H3a and H3b were supported. A plot of the 

interaction effect can be found in Figure 2. 

[insert Figure 2 about here] 

The ANOVA results with spatial imagery as the dependent variable are presented in Table 7 and 

Table 8. The results showed that there was a significant main effect of presentation format on consumers’ 

spatial imagery (F(1, 177) = 7.46, p < 0.01, η2
p = 0.04). Specifically, 3D presentation (M = 5.16) elicited 

stronger spatial imagery than 2D presentation (M = 4.74, p < 0.01, η2
p = 0.04). Hence, H4 was supported. 

However, no main effect of interaction mode was observed (F(2, 177) = 0.11, p > 0.1). There was no 

difference among different interaction modes in terms of eliciting spatial imagery (Mmouse = 4.90 vs. 

Mtouchscreen = 4.95 vs. Mmid-air = 5.00). Thus, H5a and H5b were not supported.  

[insert Table 7 and Table 8 about here] 

As expected, we observed a significant interaction effect between visual presentation and interaction 

mode on spatial imagery (F(2,177) = 4.45, p < 0.05, η2
p = 0.05). A simple main effect analysis was 

conducted to further examine the significant interaction effect between visual presentation and interaction 
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mode on spatial imagery. Specifically, pairwise comparisons revealed the following: (1) with 2D 

presentation, mid-air gesture (M = 4.46) did not elicit stronger spatial imagery than touchscreen gesture 

(M = 4.91, p > 0.1) and mouse-based interaction (M = 4.84, p > 0.1); and (2) with 3D presentation, mid-

air gesture (M = 5.54) led to stronger spatial imagery than touchscreen gesture (M = 4.99, p < 0.05) and 

mouse-based interaction (M = 4.97, p < 0.05). Hence, H6a and H6b were supported. A plot of this 

interaction effect is presented in Figure 3.  

[insert Figure 3 about here] 

Results for Product Uncertainty 

Product uncertainty was regressed on haptic imagery and spatial imagery. Together they explained 

12.2% of the variance in product uncertainty. The results indicated that haptic imagery (β = -0.18, t = -

2.24, p < 0.05) and spatial imagery (β = -0.26, t = -3.33, p < 0.005) can serve as sources of information to 

reduce users’ product uncertainty (R2 = 12.2%). Because measures of the three constructs were obtained 

from the same subjects at the same point in time, common method biases may contribute to the observed 

relationships. To assess the potential common method bias, Harman’s one-factor test [83] was conducted 

on the three constructs in our theoretical model: haptic imagery, spatial imagery, and product uncertainty. 

The results showed that no single factor emerged from the exploratory factor analysis, and the most 

covariance explained by one factor was 36.37%, indicating that common method bias was not a likely 

contaminant of our results. In addition, we used the single-common-method-factor approach to control for 

method effects, which is recommended as one possible remedy for common method bias in experimental 

research [82]. Therefore, we included a common method latent variable, i.e., an unmeasured latent 

variable containing all measures employed as indicators. The inclusion of this additional latent variable 
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resulted in an increase of less than 1% in the R2 for explaining product uncertainty. Based on these 

assessments, we can conclude that common method bias is not a threat to our results.  

Discussion of Results 

Consistent with most of our predictions, the findings show that visual presentation and interaction 

mode affect users’ haptic imagery and spatial imagery and further influence their perceived product 

uncertainty. The results suggest that, when people do not have the opportunity to interact with the real 

product, mental imagery provides supplementary information beyond the descriptive content provided by 

the website and thus reduces consumers’ uncertainty. While the prior literature highlights the importance 

of factual information (e.g., product descriptions, product reviews, product specifications) in reducing 

product uncertainty [27, 39, 46], our study shows that consumers’ mental imagery triggered by their own 

bodily actions can also act as a source of information in their judgment and decision-making and thus 

alleviate product uncertainty. 

In terms of haptic imagery, consistent with our predictions, 3D presentation leads to stronger haptic 

imagery. The 360-degree spinning of the product makes it easier for consumers to simulate a haptic 

experience in their mind. More importantly, the interaction mode also contributes to consumers’ haptic 

imagery. Specifically, touchscreen gesture creates stronger haptic imagery than mid-air gesture and 

mouse-based interaction. As we discussed earlier, kinesthetic experience (gained from hand movements) 

and tactile experience (gained from contact with a tangible object) are two critical contributors in the 

formation of haptic imagery [58-60]. Using touchscreen gesture, consumers can directly touch product 

images, although the contact is mediated by the touchscreen. Thus, they can achieve a substantial tactile 

experience. In addition, consumers can interact with products using natural touch gestures and obtain the 

kinesthetic feelings that are often associated with an actual touch experience. Accordingly, touchscreen 
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gesture performs best in terms of eliciting haptic imagery. In addition, we found that the visual 

presentation format can moderate the effects of interaction mode on haptic imagery. Specifically, there 

are significant differences among touchscreen gesture, mid-air gesture and mouse in 2D conditions; 

however, when 3D presentation is used, the three interaction modes perform similarly. It appears that by 

providing more interactive and responsive visual feedback, the 3D presentation provides additional 

information needed for the construction of haptic imagery and that such information is well-assimilated 

by mid-air gesture and mouse users to construct haptic imagery. Therefore, the superiority of touchscreen 

gesture in terms of eliciting haptic imagery becomes less prominent when 3D presentation is used.   

In terms of spatial imagery, 3D presentation elicits more vivid spatial imagery, as expected. Although 

we did not find a main effect of mid-air gesture on spatial imagery, we found that mid-air gesture 

outperformed the other two interaction modes when 3D presentation is used. It appears that the lack of a 

main effect of mid-air gesture is caused by its poor performance when used together with 2D 

presentation. Indeed, prior research shows that when multiple sensory cues (e.g., visual and bodily) are 

synthesized to create mental imagery, the overall effect is greatly contingent upon the congruence of 

different sensory cues [50, 51]. Mid-air gesture enables users to perform hand movements in a three-

dimensional space, resembling the gestures employed to explore the spatial properties of products in the 

real world. Thus, mid-air gestures can activate spatial representations, and thus users will expect products 

to reveal spatial information vividly in response to their hand movements. Because 3D presentation can 

effectively depict spatial transformations, the superiority of mid-air gesture over touchscreen gesture and 

mouse-based interactions will prevail. By contrast, 2D presentation may result in a sense of incongruence 

between the expectations triggered by mid-air gestures and the 2D visual cues, which suppresses the 

ability of mid-air gesture in facilitating spatial imagery. Therefore, the superiority of mid-air gesture in 

eliciting spatial imagery can only be observed when 3D presentation is used. 
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Table 9 presents a summary of the hypothesis testing.  

[insert Table 9 about here] 

Implications of the Findings 

This study investigates the effects of three interaction modes and two visual presentation formats on 

consumers’ VPE. It enriches the literature on VPE by introducing the interaction mode, i.e., the way in 

which people interact with the system (e.g., via mid-air gesture, touchscreen gesture, and mouse-based 

interaction) into the traditional VPE framework. We suggest that mouse movements, touchscreen gestures 

and mid-air gestures can deliver different sensory information, and this sensory experience has the 

potential to influence our mental activities in product evaluation. In addition, our results reveal that visual 

presentation and interaction mode jointly affect the consumer experience jointly. Specifically, 

touchscreen gesture leads to higher haptic imagery and thus is more suitable for haptic exploration tasks; 

such effects become weaker when 3D presentation is adopted. Mid-air gesture leads to higher spatial 

imagery when accompanied by appropriate visual presentation, i.e., 3D presentation, and thus is more 

suitable for spatial exploration tasks. Overall, our study calls for the incorporation of bodily actions and 

feelings experienced from interaction with devices into VPE research and reveals the importance of the 

interplay between visual presentation and interaction mode in creating VPE.  

Our study also provides insights on consumer mental imagery research. First, our study demonstrates 

the role of mental imagery in reducing product uncertainty. Online consumers often experience product 

uncertainty caused by the inability of digital interfaces to provide sufficient sensory experience to 

evaluate a product, e.g., touch, smell, and taste [27, 110]. Our research reveals that when actual 

information is not available, mental imagery can act as a source of information and reduce their perceived 

uncertainty in product evaluation. Second, our work broadens our understanding of the triggers of mental 
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imagery. Prior research on this topic has examined primarily how the visual representations of an object 

influence mental imagery (e.g., product orientation toward the right or left side or the concreteness of 

pictures) [2, 100]. Recently, studies have begun to examine how other sensory channels (e.g., touch and 

smell) can trigger mental imagery [14, 50]. This study extends this stream of the literature by elucidating 

the role of the bodily feelings gained from interacting with a digital interface as triggers of mental 

imagery. Third, while the prior literature has tended to consider mental imagery as a general consumption 

experience, we further conceptualize two types of mental imagery related to hand movements and their 

corresponding visual feedback, i.e., haptic imagery and spatial imagery. Our results suggest that different 

dimensions of mental imagery are facilitated by different types of gesture control and visual presentation. 

By showing how our mental activities (i.e., mental imagery) are grounded in multiple sensory 

modalities (i.e., visual and bodily), our study shows that grounded cognition is a valid theoretical lens for 

studying the design and evaluation of immersive systems and multisensory user interfaces. Specifically, 

we find that by involving the human body as input, mid-air gesture and touchscreen gesture can facilitate 

users’ mental imagery. Previous research has revealed that vivid mental imagery can enhance sensorial 

and imaginative immersion [106]. Therefore, our study suggests that gesture-based interaction can be 

leveraged to create immersive experience. Moreover, by revealing the interplay between visual 

presentation and interaction mode, our study suggests that the congruence between information conveyed 

by different sensory modalities plays an important role in constructing a realistic and coherent virtual 

experience. As a wider range of immersive sensorial dimensions can be provided by advanced interaction 

technologies, e.g., 3D surround sound, gestures, vibrations, and VR/AR display, understanding the effects 

of sensory-enriched interface design and the interaction among multiple sensory modalities will create a 

new research field with considerable potential. For example, a recent study showed that manipulating 

visual proprioceptive cues can alter movement-evoked pain: pain occurred at a lesser degree of head 
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rotation when visual feedback overstated the true physical rotation and at a greater degree of rotation 

when the visual feedback understated the true physical rotation [36]. Our study encourages future studies 

in the growing and evolving field of multisensory human-computer interaction, which involves senses 

beyond vision [67, 70].  

The advancement of interaction technology also brings new approaches to studying grounded 

cognition. By illustrating the interaction between different sensory modalities involved in VPE (i.e., 

visual and bodily), our study demonstrates the potential of virtual environments to study multisensory 

information processing and grounded cognition effects. Such interaction effects have seldom been 

investigated in grounded cognition research because multisensory experience is difficult to manipulate in 

the real world [54]; in the digital environment, researchers can manipulate sensory cues from one 

modality without interfering sensory cues from another modality. 

The present study also has implications for retailers, marketers and designers. First, our study 

highlights the ability of different interaction modes in shaping consumers’ VPE. According to our results, 

touchscreen gesture performs best in terms of eliciting haptic imagery. Hence, touchscreen gestures could 

be helpful in experiencing products with haptic attributes that are important, e.g., apparel products. 

Retailers selling these products can encourage their customers to experience products using touchscreen 

devices when they shop online by adding a message suggesting “the product is best experienced on a 

touchscreen” on their website. They can also consider setting up virtual try-on applications and 

information kiosks accompanied by touchscreen gestures in their physical stores. We also find that mid-

air gesture, especially when paired with 3D presentation, creates higher spatial imagery. Therefore, mid-

air gesture could be beneficial in promoting products with spatial attributes that are essential, e.g., 

furniture or complex functional products. Vendors selling these products should consider providing 
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digital channels accompanied by mid-air gesture technology. Second, our study suggests that, when 

designing for multisensory interactions, e.g., VPE enabled by gesture control and visual presentation, it is 

important to maintain the congruence of the information delivered by different sensory modalities. 

Sensory incongruence can result in difficulties or bias in product evaluation. By revealing the interplay 

between interaction mode and visual presentation, our study provides implications regarding how to 

properly display products to consumers using different interaction modes. For instance, when designing 

for VPE on devices supporting mid-air gestures, it is better to adopt 3D presentation to leverage the 

ability of mid-air gestures in facilitating spatial imagery. In general, with the maturation of advanced 

interaction technologies, e.g., virtual reality, augmented reality, and gesture control technologies, which 

allow for a richer sensory experience, practitioners must consider the interaction among different sensory 

channels. Finally, we emphasize that, in a VPE context in which sensory experience is crucial but lacking, 

retailers' ability to evoke mental imagery is vital. We encourage practitioners to leverage the ability of 

advanced interaction technologies to elicit mental imagery pertinent to their products, e.g., gustatory 

imagery for food products and haptic imagery for apparel products.  

Overall, this study integrates research on VPE, grounded cognition and mental imagery into the 

gesture-based interaction context. It extends the traditional stream of research, which has focused on the 

visual modalities of VPE, to a more complicated context. In this context, researchers and practitioners 

must think beyond visual design and consider other sensorimotor experience that users might undergo 

when exposed to advanced interaction technologies. In particular, the findings are expected to improve 

our understanding of how consumer cognition is shaped by different interaction modes and visual 

presentations and how online retailers can make informed choices regarding different technologies to 

foster better product experience.  
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Limitations and Future Research Directions 

This research is not without its limitations, which in turn provide opportunities for future research. 

First, we only investigated simple mid-air and touchscreen gestures and two popular visual presentation 

formats in VPE design in our study. We focused on the fundamental differences between mid-air gestures 

and touchscreen gestures but did not consider the specific gestures supported by each interaction mode. 

The prior literature indicates that different gestures, e.g., moving the hand up and moving the hand down, 

might be associated with and trigger different mental representations [11]. Thus, more effort is necessary 

to investigate the impacts of different gestures. Similarly, with advancements in output technology, more 

complex visual presentation formats can be afforded [66]. Future research can explore how to leverage 

the power of different interaction modes with immersive output technology, such as head-mounted virtual 

reality and augmented reality.  

Second, only one product, i.e., a chair, was used as the focal product in our experiment. Therefore, 

while we find that gesture-based interaction can facilitate mental representations (i.e., haptic imagery and 

spatial imagery) and thus reduce product uncertainty, caution is needed in generalizing and applying our 

findings to other product types or contexts. Indeed, creating a realistic interaction experience for different 

kinds of products might require different gesture designs and visual presentation designs. Thus, future 

studies can design and evaluate gesture-based interactions for other types of products, such as apparel or 

complex functional products. It could also be promising to study how gesture-based interaction 

technologies can be used to create a realistic virtual store experience in which people can browse and 

interact with different products as if they were in a physical store.  

Third, our study focused on the impacts of gestural control and visual presentation on consumer 

mental imagery and produce uncertainty; beyond this point, it is also important to understand how these 
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factors affect consumer judgment and choice. Prior research has revealed that people may mistakenly 

consider sensory experiences that are not directly related to the focal product they are evaluating. For 

example, when people carry a heavy bag (compared with a light bag), they tend to perceive a mountain in 

front of them to be steeper [12] because they incidentally incorporate the sensorial fatigue triggered by 

carrying a heavy bag in their judgment. Touchscreens are hard, smooth and glasslike in nature, and the 

tactile properties of touchscreens may be different from those of the products under examination. It would 

be interesting to investigate whether such dissonance could lead to a bias in judgment when one is 

exploring products with different haptic attributes, e.g., soft cashmere sweaters. In addition, allowing 

users to interact with the digital environment using gestures might also affect consumer choice. For 

example, Shen, Zhang and Krishna [92] found that consumers were more likely to choose an affect-laden 

alternative over the cognitively superior option on touchscreens. Future studies could explore whether 

VPE design with mid-air gestures can shift product preference and consumer choice.  

Conclusion 

Gesture-based interaction is increasingly used in immersive systems. This study represents 

one of the first attempts to investigate how gesture control can be leveraged to enhance users’ 

virtual product experience. Specifically, this study complements extant studies by introducing 

interaction mode into the VPE design framework and empirically comparing three types of 

interaction mode (i.e., mid-air gesture vs. touchscreen gesture and mouse-based interaction) on 

eliciting consumer mental imagery. Furthermore, our research highlights the synergistic effects 

between gesture control and visual presentation and demonstrates grounded cognition as an 

effective theoretical lens in guiding multisensory user interface design. The findings of this study 
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serve as a basis for future theoretical development on VPE design and provide valuable practical 

implications for marketers, retailers, and designers. 
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Figure 1. Research Model  

 

 

Figure 2. An Illustration of Leap Motion Usage and Experimental Website   
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Figure 3. Plot of Interaction Effect on Haptic Imagery 

 

 

Figure 4. Plot of Interaction Effect on Spatial Imagery 
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Table 1. Measurement Items (Using a Seven-Point Likert Scale) 

Construct Measures Adapted From 

Haptic Imagery I felt that I could imagine moving my 

fingers on the chair during the interaction. 

I felt as if the chair was in my hands 

during the interaction. 

I felt that I could examine the texture of 

the chair during the interaction. 

 [78] 

Spatial Imagery I felt that I could easily imagine how the 

chair fits in the environment during the 

interaction. 

I felt that I was examining the chair in a 

3D space during the interaction. 

I felt that I could explore the shape and 

spatial structure of the chair during the 

interaction. 

 [13] 

Product 

Uncertainty 

I felt uncertain about how the chair would 

look in real life.  

I felt certain that I fully understood 

everything that I need to know about the 

chair. (reverse)  

I felt that purchasing this chair would 

involve a high degree of uncertainty. 

I was concerned that the chair would be 

different from how I expected. 

[27] 

 

Table 2. Group Sizes 

 Mouse Touchscreen Mid-air 

2D 31 30  31 

3D 31 30 30 
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Table 3. Correlations Between Variables 

  
Haptic 

Imagery 

Spatial 

Imagery 

Product 

Uncertainty 

Haptic 

Imagery 
1   

Spatial 

Imagery 
0.369 1  

Product 

Uncertainty 
-0.260 -0.312 1 

 

Table 4. Rotated Factor Loadings 

 Haptic Imagery Spatial Imagery Product Uncertainty 

haptic1 0.821 0.235 -0.028 

haptic2 0.887 0.045 -0.151 

haptic3 0.839 0.187 -0.148 

spa1 0.111 0.794 -0.172 

spa2 0.208 0.773 -0.098 

spa3 0.108 0.764 -0.107 

uncer1 -0.040 -0.084 0.766 

uncer2 -0.179 -0.166 0.658 

uncer3 -0.044 -0.195 0.842 

uncer4 -0.106 -0.021 0.822 

Extraction Method: Principal Component Analysis. 

Rotation Method: Varimax with Kaiser Normalization. 
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Table 5. Main and Interaction Effects on Haptic Imagery 

Source df Mean Square F Sig. 

Mode 2 6.10 4.86 0.009 

Visual 1 13.67 10.90 0.001 

Mode*Visual 2 3.20 2.55 0.081 

 

 

Table 6. Means and Standard Deviations of Haptic Imagery 

 Mouse Touchscreen Mid-air Overall 

2D 3.55 (1.28) 4.42 (1.15) 3.42 (1.08) 3.80 (1.25) 

3D 4.32 (1.07) 4.44 (1.18) 4.27 (0.89) 4.34 (1.05) 

Overall 3.93 (1.24) 4.43 (1.16) 3.84 (1.07) 4.07 (1.18) 

 

Table 7. Main and Interaction Effects on Spatial Imagery 

Source df Mean Square F Sig. 

Mode 2 0.13 0.11 0.892 

Visual 1 8.34 7.46 0.007 

Mode*Visual 2 4.98 4.45 0.013 
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Table 8. Means and Standard Deviations of Spatial Imagery 

 Mouse Touchscreen Mid-air Overall 

2D 4.84 (1.12) 4.91 (1.13) 4.46 (1.20) 4.74 (1.16) 

3D 4.97 (0.93) 4.99 (1.12) 5.54 (0.85) 5.16 (0.98) 

Overall 4.90 (1.03) 4.95 (1.12) 5.00 (1.14) 4.95 (1.09) 

 

Table 9. Summary of Hypothesis Testing 

Hypotheses 
Supported or  

Not Supported 

H1: Compared with 2D presentation, 3D presentation leads to more vivid haptic 

imagery. 
Supported 

H2: Touchscreen gesture leads to higher haptic imagery than (a) mouse-based 

interaction and (b) mid-air gesture. 

Both H2a and H2b 

are supported 

H3: The superior effect of touchscreen gesture over (a) mouse-based interaction 

and (b) mid-air gesture on eliciting haptic imagery is stronger when 2D 

presentation is used than when 3D presentation is used. 

Both H3a and H3b 

are supported 

H4: Compared with 2D presentation, 3D presentation leads to more vivid 

spatial imagery. 
Supported 

H5: Mid-air gesture leads to higher spatial imagery than (a) mouse-based 

interaction and (b) touchscreen gesture. 

Neither H5a nor 

H5b is supported 

H6: The superior effect of mid-air gesture over (a) mouse-based interaction and 

(b) touchscreen gesture on eliciting spatial imagery is stronger when 3D 

presentation is used than when 2D presentation is used. 

Both H6a and H6b 

are supported 

H7: Increased haptic imagery reduces product uncertainty. Supported 

H8: Increased spatial imagery reduces product uncertainty. Supported 
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