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Impurity-induced resonant states in topological nodal-line semimetals
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Nodal-line semimetals are characterized by a kind of topologically nontrivial bulk-band crossing, giving rise
to almost flat surface states. Notably, direct evidence of the surface states is still awaited. Here we theoretically
study impurity effects in topological nodal-line semimetals based on the 7-matrix method. It is found that
some low energy states may be induced near the impurity site for a bulk impurity, while the visible resonant
impurity state can only exist for certain impurity strength. For a surface impurity, a robust resonant impurity state
exists in a wide parametric range of impurity strength. Such robust resonant state stems from the topologically
protected weak dispersive surface states, which can be probed by scanning tunneling microscopy, providing a
clear signature of the topological surface states in the nodal-line semimetals.
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I. INTRODUCTION

Three-dimensional topological nodal-line semimetals
(NLSs) have recently attracted a great interest in condensed
matter physics and materials science [1-38]. These NLSs
are generally characterized by band-crossing closed loops
near the Fermi level. Each loop carries a m Berry flux,
leading to the nontrivial surface states. The bulk and surface
states may be responsible for a number of interesting and
important properties as well as potential applications, such
as unique symmetric behaviors [4], surface Chern insulators
[5], nontrivial transport properties [6—11], giant Friedel
oscillations [12], long-range Coulomb interactions [13,14],
and a possible route to high-7, superconductivity [15].

Recently, the NLS has been proposed theoretically or
reported experimentally in various systems, including the
Cus XN family (X = Ni, Cu, Pd, Ag, Cd) [2,3], alkaline-earth
metals [12,16], group-IV tellurides (SnTe, GeTe) [17], the
WHX family (W = Gd, Zr, Hf, La; H = Si, Ge, SN, Sb;
X =0,8S, Se, Te) [6-9,18-23], the XTaSe, family (X = Pb,
Tl) [24,25], the CaT X family (T = Cd, Ag; X = P, Ge, As),
the Y X3 family (Y = Ca, Sr, Ba; X = P, AS) [26,27], PtSny
[28], Ta3SiTeq [29], AlB, [30], CasP, [31,32], and the cold
atom system [33,34]. The research progress on the NLSs
has made it possible to study further physical properties of
these systems. On the other hand, so far more evidence to
hallmark the NLSs, especially the surface states therein, are
still awaited.
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The single impurity effect is an important tool for under-
standing quantum states in various solid-state systems [39],
which is rather powerful especially for the gapped systems.
The in-gap bound states may be induced by an impurity,
through which some hidden properties may be detected. The-
oretically, the impurity-induced bound states are manifested
in the local density of states (LDOS) near the impurity site
[39]. Experimentally, they can be measured through scanning
tunneling microscopy (STM) [40]. Previously, the single im-
purity effects have been widely used to investigate physical
properties, such as the pairing symmetry in various unconven-
tional superconductors [39,41-43]. They have also been stud-
ied intensively in various topologically nontrivial systems,
including several topological superconductor/superfluid sys-
tems [44-52], topological insulators [53—55], and topological
Weyl semimetals [56]. The NLS is a relatively new one to a
family of topological materials. Previously the quasiparticle
interference in the normal and superconducting NLSs was
studied theoretically [52]. The possible resonant state of the
NLSs with the d-wave superconducting order was also dis-
cussed [52], while to the best of our knowledge, it is still
awaited for us to theoretically study the single impurity effects
in the normal state of NLSs, which may provide an effective
way to detect the unique properties of the NLS.

In this paper, we study theoretically the single impurity
effects based on the T-matrix method [57,58] with different
impurity strengths starting from an effective model to describe
the NLS system. Given that the bulk and surface states in
the NLSs possess completely different properties, it can be
expected that the impurity effects in the bulk and surface states
should also lead to different results. The LDOS spectra near a
bulk and surface impurity site are studied. For a bulk impurity,
some low-energy states may be induced, while the resonant
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impurity state can only exist for a typical impurity strength.
In contrast, a resonant bound state induced by the surface
impurity is revealed for a rather wide parametric range of
impurity strengths. This bound state is due to the topologically
protected quasiflat band at the system surface. We compare
the results with that in the Weyl semimetal and show that the
exotic surface states of the NLS can be detected through the
surface impurity effects.

The rest of our paper is organized as follows. In Sec. II,
we introduce the model and present the relevant formalism.
In Sec. III, we report numerical calculations and discuss the
obtained results. Finally, we give a brief summary in Sec. I'V.

II. MODEL AND FORMALISM

The NLS may contain one or more nodal lines with various
configurations. For the latter case with nodal lines well sepa-
rated in the reciprocal space, we assume that the impurity-
induced scattering between different nodal lines is negligibly
small. Therefore, it is sufficient to consider the NLS carrying
one nodal loop, which can be captured by the Hamiltonian on
a cubic lattice as

H=Y e®oo+y MKos+ Y rkoy, (1)
k k k

where oy is the 2 x 2 identity matrix and o, 3 are Pauli ma-
trices in the two-band space. e(k) = —2 Za:x,y_z too COS ky —
w, M(K) = =2 Za:x,y,z tio €OSky — h, and A(k) = 2X¢ sink,.
Then we obtain two energy bands from the above Hamiltonian
as E4(k) = (k) + /M (k)2 + A(k)2. The first term breaks
the chiral symmetry ([H, o1]+ = 0) of the system and thus
introduces finite dispersion to the surface states [1]. Neverthe-
less, it will not change the band topology of the bulk states.
A point impurity term is given by

Himp = Vs Z Ciogcrorr s (2)
o

where V; is the impurity strength. ry is the site where the
impurity locates. o represents the spin or the pseudospin.

To study the effects of the surface impurity, let us consider
a sample with finite thickness in the y direction with 1 <
y < N, (Vy is the number of lattice sites in the y direction)
while the periodic boundary condition still holds in the x
and z directions. Then the Hamiltonian is reduced to a quasi-
two-dimensional one in the x-z plane by a partial Fourier
transformation along the y direction as

H="Y" tie), ey (k)

k,y,0
— oty +10y) Y _ [}y (K)eyi1.0(K) + Hel
k,y,0

A Ao
+ Z [ECJ’T (k)cy+li(k) - Ec;l (k)cy+lT(k) + H~C-:| s
k,y

3)

with the corresponding momentum being reduced to a two-
dimensional one as k =k = (k,, k;) and (o = 0h — pu —
2> (Ot 4 tog) cOS ky .

The Hamiltonian in Eqgs. (1) and (3) can be
written as the 2x2 and 2N, x2N, matrix [H =
S YIRMU(K)], with W(k) = (cxq, o)’ and W(k) =
(c11(k), c1y(K), ..., cn4(K), ch(k))T, respectively. In the
following, we investigate the effects of both the bulk and
surface impurities, in which periodic and open boundary
conditions are adopted, respectively.

The bare Green’s function matrix in the momentum space
Go(k, w) can be obtained by diagonalizing the Hamiltonian,
with the matrix elements being expressed as

i (Kt (K)

w—En(k)+il’ @)

Goij(k, w) = Z

n

where u;, and E" are the eigenvectors and eigenvalues of the
Hamiltonian matrix H, respectively.

Following the standard technique of the 7'-matrix method
[39], the T matrix and the full Green’s function are
expressed as

T ()= - UGo(w)]'U ©)
and
G(r,r', w) = Gy(r, ', w) + Go(r, 0, 0)T (0)Go(0, ¥, ®).
(6)

Here, Go(r,r’, w) = 1lv2k Go(K, w)e® ™) s the Fourier
transformation of Gy(k, @) and 1 is the identity matrix. For a
bulk impurity, U is a 2 x 2 matrix with U = V,I. For a surface
impurity at the y = 1 plane, U is a 2N, x 2N, matrix with two
nonvanishing matrix elements Uy} = Uy = V;.

The LDOS can be calculated through

1
p(r,w) = —;Im[Gll(r, r,w)+ Gy, r,w)]. @)

In the present work, we set the parameters to t;, = 1, A =
0.5, and h = —4. The band degeneracy points define a nodal
line

cosk, +cosk; =1; k,=0. ®)

In the presence of the spin (or pseudospin) independent hop-
ping term with e(k) # 0, the surface states are dispersive [1].
In the following calculation, we set fy, = fo, = 0.2, o, = 0.1,
and u = —0.6. Here, the chemical potential makes sure that
the nodal line appears at the zero energy.

III. RESULTS AND DISCUSSIONS

We first study the topological band structure considering
the periodic boundary condition along the x-z plane and the
open boundary condition along the y direction with 1 <y <
200. The eigenvalues through diagonalizing Hamiltonian of
Eq. (3) as a function of k, with k, = 0 are plotted in Fig. 1.
As ¢(k) equals to zero, the energy spectrum is symmetric
about zero energy due to the chiral symmetry. A flat surface
band appears at the Fermi energy, as seen in Fig. 1(a). The
existence of the flat surface band can be well understood
through treating the in-plane momentum k; as effective pa-
rameters and the system reduces to be one-dimensional. One
can define a topological invariant depending on k| to illustrate
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FIG. 1. The energy spectrum along the k, = 0 cut with consid-
ering the open boundary condition along the y direction and the
periodic boundary condition along the x and z directions.

the topological properties [4],

Clky) = —é/ (un(K) | Oky | up(k))dky, (€))

T

where u,(K) is the eigenvector of the valence band. Then, we
have C =1 when the in-plane momentum k; is inside the
projection of the nodal loop, and C = 0 when k| is elsewhere
[cf. Fig. 1(a)]. Therefore, when k| is inside the Fermi surface,
there must be topologically protected boundary states if the
open boundary along the y direction is considered. Without
the chiral-symmetry-breaking term, the energy of boundary
modes does not vary with k, leading to a flat band. In real
materials of NLSs, there may exist a finite (k) term. The
energy spectrum in this case is plotted in Fig. 1(b). As is
seen, for this case, the chiral symmetry is broken and the
surface band has a dispersion with the bandwidth about 0.2
corresponding to the strength of #y, and fo,.

We now discuss the impurity effects of NLSs. We first
present the numerical results with (k) = 0. Two types of
the point impurity will be considered here. One is the bulk
impurity inside a three-dimensional sample with the periodic
boundary condition in all of the three directions. A point
impurity at the site r = (0, 0, 0) is considered. The other is an
impurity at the site ry = (0, 0) on the open surface (y = 1) of
the sample where the periodic boundary condition holds only
in the x and z directions. In the calculation, the Hamiltonian in
Egs. (1) and (3) is adopted for the two cases, respectively. The
LDOS spectra near a bulk impurity site [at the site (0,1,0)]
with different impurity strengths are displayed in Fig. 2(a). In
the absence of impurity (V; = 0), the LDOS spectrum is V
shaped with two peaks at the energies +E, as indicated in
Fig. 2(a). When the point impurity is added, some additional
low-energy states are induced by the impurity (indicated by
the arrow), with the energies depending on the impurity
strength V,. As the impurity strength is weak (V; =5), the
additional state appears at the negative energy. When the
strength increases to V; = 10, a sharp resonant peak appears
near the zero energy. As V; increases to 15, the peak shifts to
the positive energy and the peak intensity decreases rapidly.
As V; increases further, only a broad hump feature exists at
a saturant positive energy. Our numerical results indicate that
for a bulk impurity in the NLS system, the impurity states exist
for all of the impurity strengths we considered. However, the
impurity resonant state, behaving as a sharp low-energy peak,
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FIG. 2. The LDOS spectra near a bulk impurity and surface
impurity with e(k) =0 and e(k) # 0, respectively. From bottom
to top, the impurity strengths (V) are 0, 5, 10, 15, 20, 25, and 30,
respectively.

is not robust and exists only for a very small parametric range
of the impurity strength.

We move to study the surface impurity effects. The LDOS
spectra near a surface impurity [at the site (0, 1) inthe y = 1
plane] are plotted in Fig. 2(b). As the impurity strength is zero,
there is a sharp peak at the zero energy, due to the surface
states from the zero-energy flat band. In the presence of the
point impurity, an additional peak appears, with the energy
moving towards the zero energy as V; increases. One can see
that the effect of a surface impurity is significantly different
from that of a bulk one. Here, the impurity-induced sharp
resonant peak is robust and exists below the Fermi energy for
all values of the positive impurity strengths we considered.

Now let us study the impurity effects with chiral symmetry
breaking, i.e., £(k) # 0. The corresponding numerical results
of the LDOS spectra are presented in Figs. 2(c) and 2(d).
Note that the bare LDOS spectrum (V; = 0) is asymmetric
about zero energy (E_ # E.), as seen in Fig. 2(c), consistent
with the band spectrum shown in Fig. 1(b) [59]. For the bulk
LDOS spectra, the impurity effects remain qualitatively the
same, i.e., in the presence of an impurity term, there are some
low-energy features, with the energy shifting from negative
to positive when the impurity strengths become stronger. An
impurity-induced resonant peak appears near the zero energy
for a typical strength V; = 10. For the surface spectra, in the
absence of impurity, the low-energy peak becomes wider, due
to the dispersion of the surface band. The peak width (about
0.2) is consistent with the width of the surface bandwidth
shown in Fig. 1(b). In the presence of impurity, an additional
resonant peak appears at the negative energy and approaches
to the Fermi energy when the impurity strength increases.
For rather strong strengths (V; > 20), the impurity-induced
resonant peak merges into the surface spectra and disappears.
The impurity effects for e(k) # 0 are qualitatively similar
to those for (k) = 0, where the resonant peak induced by
the surface impurity appears for a rather wide parametric
range of impurity strengths and may be probed by the STM
experiments.
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The existence of the bound states induced by the impurity
can usually be understood through analyzing the denominator
of the T-matrix term [A(w)] [39]. Here the complex function
A(w) is expressed as

A) = I = UGp(). (10)

The resonant states appear when the pole condition [A(w) &
0] satisfies. Generally for the fully gapped system, its imag-
inary part [ImA(w)] should tend to zero when the energy is
smaller than the system gap. Then a resonance would occur if
its real part [ReA(w)] also equals to zero at a certain energy
level. For the nodal system, ImA(w) is usually finite and
only tends to zero near the band crossing energy, where the
resonance may occur. Here, the bulk energy bands are not
fully gapped and a nodal line exists. The resonant condition
is difficult to achieve except for very low energies around the
nodal line with vanishing DOS. In contrast, for the case of a
surface impurity, the weight of the bare LDOS is dominated
by the surface states and centers at the zero energy. The
LDOS spectra away from the zero energy are suppressed
greatly, so that the imaginary part ImA(w) is rather small in
a large energy scale, similar to gapped systems. As a result,
resonant states may appear if the pole condition holds at this
energy scale. The above qualitative analysis partly explains
our numerical results. We plot the real and imaginary parts
of the function A(w) [obtained from Eq. (10)] in Fig. 3 to
investigate and display in more detail the mechanism of the
resonant states. For the bulk impurity with Vi = 10, as seen in
Figs. 3(a) and 3(b), a pole occurs near the zero energy at the
frequency w, when ReA(w) equals to zero. At the same time,
ImA(w) approaches zero near the Fermi energy, and then a
resonant behavior occurs. For the surface impurity, as seen in
Figs. 3(c) and 3(d), the pole condition can also be satisfied
for this impurity strength, leading to the resonant impurity
states [59].

For the surface impurity effect, the impurity-induced
bound state is rather robust as we presented above. Generally
for such robust resonant peak there may exist some nontrivial
mechanism. Thus we would like to discuss this issue in more
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FIG. 3. The real and imaginary parts of A(w) as a function of the
frequency .

detail to get a deeper understanding for this resonant state.
For a surface impurity, there are two non-zero elements for
the U matrix, namely, U;; = Uy, = V,. To obtain a qualitative
understanding of the mechanism, we neglect the off-diagonal
Green’s function and rewrite the complex function A(w) ap-
proximately as

A(w) = [1 = ViGon()][1 — VsGozz(@)]. (1D

Then the imaginary part of A(w) is obtained as

2
ImA(@) & =V, ) ImGoi(w). (12)
i=1
On the system surface, due to the zero-energy flat band, most
spectral weight concentrates to the zero energy. ImA(w) is
rather small at the nonzero energy and a sharp peak develops
at the zero energy.

Now let us analyze the real part of A(w) [ReA(w)]. For an
impurity with a strong scattering strength, when the energy
is far away from the zero energy, we have V;Gy;(w) > 1.
ReA(w) can be expressed approximately as

ReA(w) ~ V?ReGoy (w)ReGop (w)
— V2 ImGop1 (0)ImGon (). (13)

Then we have ReA(w)~ ReA(—w) from the spin-flipped
particle-hole symmetry [59].

When the energy approaches to zero, the properties of
ReA(w) can be obtained from ImA(w). ImA(w) changes sud-
denly at the two sides of the zero-energy peak, leading to a
pair of logarithmic singularities in ReA(w) via the Kramers-
Kronig relation [60]. In actual calculations, these two singu-
larities lead to ReA(w) exhibiting a sharp peak at the slightly
negative energy, and a sharp dip at the slightly positive energy,
as indicated in Fig. 3(c). Note that the pair of singularities will
definitely lead to the pole condition being satisfied, namely, as
the energy increases, at the negative energy, ReA(w) increases
from its normal value to nearly infinity. At the positive energy,
ReA(w) increases from nearly negative infinity to its normal
value. And its normal value should be nearly symmetric with
the zero energy [ReA(w) =~ ReA(—w)]. As a result, ReA(w)
will definitely cross the y =0 axis at certain low energy.
Therefore, here the pole condition will generally be satisfied
for a strong impurity strength. For the present energy band,
ReA(w) is negative when the energy is away from the Fermi
energy, as presented in Fig. 3(c). Then the peaklike singularity
at negative energy leads to the pole condition being generally
satisfied at certain negative energy.

For the case of ¢(k) # 0, the surface band has a dispersion.
Therefore, ReA(w) has no strict singularity. While a peak at
the negative energy and a dip at the positive energy still exist,
as indicated in Fig. 3(d). These peak and dip structures will
lead to the pole condition being satisfied for a wide parametric
range.

The origin and mechanism of the resonant state induced
by a surface impurity is rather special. They are different
from any kind of impurity-induced bound states proposed
previously for other systems [39,41-56]. It does indeed arise
from a surface flat band. Rather interestingly, this mechanism
is analogous to that of the (7, ) spin resonance in high-T7;
superconductors [61,62].
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FIG. 4. The LDOS spectra for the Weyl semimetal. (a) The
LDOS spectra near a bulk impurity. (b) The LDOS spectra near a
surface impurity. From bottom to top, the impurity strengths (V;) are
0, 5, 10, 15, 20, 25, and 30, respectively.

We have clarified that the flat band at the system surface
should play the essential role to generate the bound state. The
surface flat bands are protected by the bulk band topology
under the P77 symmetry [4]. The impurity term [Eq. (2)]
obeys the PT symmetry and does not change the topolog-
ical properties of the system. Therefore, the resonant states
induced by the surface impurity is robust and exist for a
wide parametric range of impurity strengths. We expect that
such a resonant peak can be observed in experiments which
may provide a clear signature to probe the topological surface
states in NLS materials.

It is worthwhile to investigate the impurity effects in the
Weyl semimetal, and compare it with that for the topologi-
cal NLS. A minimal lattice model to describe the topolog-
ical Weyl semimetal can be obtained by adding the term
>k 2ho sinkyoy to Eq. (1) [e(k) =0 is adopted in the cal-
culation]. Then, two point nodes (0, 0, & /2) are obtained
with the present parameters. At the system surface, a Fermi
arc connecting the two nodal points can be obtained.

The impurity effects for the Weyl semimetal are studied
in Fig. 4. The LDOS spectra at the nearest neighbor of a
bulk and a surface impurity are plotted in Figs. 4(a) and 4(b),
respectively. As seen in Fig. 4(a), for the bulk impurity, the
bound states seem to be qualitatively similar to those in NLSs,
namely, a sharp resonance peak appears at near zero energy
for certain impurity strength. When the impurity strength is

rather weak or strong, only a low-energy hump exists. Note
that here the resonant states can survive for a relatively wider
range of strength, compared with the bulk impurity effects
of NLSs. On the other hand, for the surface impurity, the
results for Weyl semimetals are significantly different from
those for NLSs. As seen in Fig. 4(b), there are no visible
impurity-induced low-energy features for all of the strengths
we considered. Unlike the zero-energy peak of the bare LDOS
in the NLS, the Fermi arc surface states distribute in a finite
energy scale and lead to a nearly constant LDOS. As a result,
the resonant states cannot form. We also compare the results
of three-dimensional topological insulators. It was reported
that robust bound states can be induced by a bulk impurity
[53-55], while the impurity bound states cannot form at the
system surface [54]. From the discussion above, one can see
that the existence of a sharp impurity resonant peak at the
system surface can serve as a notable feature for topological
NLSs and may be used to distinguish the NLSs from some of
the other topologically nontrivial materials experimentally.

IV. SUMMARY

In summary, single impurity effects in nodal-line semimet-
als have been systematically studied based on the 7 -matrix
method. For a bulk impurity, there are some low-energy
features for all of the impurity strengths we considered, while
the impurity resonant states exist only near the Fermi energy
for a certain range of impurity strength. For the surface
impurity, there is a resonant impurity state for a rather wide
parametric range of impurity strength. We also compare our
results with those in other three-dimensional topologically
nontrivial materials and conclude that the existence of the
robust resonant impurity state at the system surface may
provide a useful probe for the topological surface states in
nodal-line semimetals.
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