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Abstract 

In today’s business environment, the trend towards more product variety and customization is unbroken. Due to this development, the need of 
agile and reconfigurable production systems emerged to cope with various products and product families. To design and optimize production
systems as well as to choose the optimal product matches, product analysis methods are needed. Indeed, most of the known methods aim to 
analyze a product or one product family on the physical level. Different product families, however, may differ largely in terms of the number and 
nature of components. This fact impedes an efficient comparison and choice of appropriate product family combinations for the production
system. A new methodology is proposed to analyze existing products in view of their functional and physical architecture. The aim is to cluster
these products in new assembly oriented product families for the optimization of existing assembly lines and the creation of future reconfigurable 
assembly systems. Based on Datum Flow Chain, the physical structure of the products is analyzed. Functional subassemblies are identified, and 
a functional analysis is performed. Moreover, a hybrid functional and physical architecture graph (HyFPAG) is the output which depicts the 
similarity between product families by providing design support to both, production system planners and product designers. An illustrative
example of a nail-clipper is used to explain the proposed methodology. An industrial case study on two product families of steering columns of 
thyssenkrupp Presta France is then carried out to give a first industrial evaluation of the proposed approach. 
© 2017 The Authors. Published by Elsevier B.V. 
Peer-review under responsibility of the scientific committee of the 28th CIRP Design Conference 2018. 
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1. Introduction 

Due to the fast development in the domain of 
communication and an ongoing trend of digitization and
digitalization, manufacturing enterprises are facing important
challenges in today’s market environments: a continuing
tendency towards reduction of product development times and
shortened product lifecycles. In addition, there is an increasing
demand of customization, being at the same time in a global 
competition with competitors all over the world. This trend, 
which is inducing the development from macro to micro 
markets, results in diminished lot sizes due to augmenting
product varieties (high-volume to low-volume production) [1]. 
To cope with this augmenting variety as well as to be able to
identify possible optimization potentials in the existing
production system, it is important to have a precise knowledge

of the product range and characteristics manufactured and/or 
assembled in this system. In this context, the main challenge in
modelling and analysis is now not only to cope with single 
products, a limited product range or existing product families,
but also to be able to analyze and to compare products to define
new product families. It can be observed that classical existing
product families are regrouped in function of clients or features.
However, assembly oriented product families are hardly to find. 

On the product family level, products differ mainly in two
main characteristics: (i) the number of components and (ii) the
type of components (e.g. mechanical, electrical, electronical). 

Classical methodologies considering mainly single products 
or solitary, already existing product families analyze the
product structure on a physical level (components level) which 
causes difficulties regarding an efficient definition and
comparison of different product families. Addressing this 
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Abstract 

Radio frequency identification technology commonly known as RFID technology is now widely used because it can increase productivity, 
efficiency and convenience. RFID has also been used in the manufacturing industry like shop floors where production data can be collected from 
production lines and sent to the information center for further analysis. Big data analysis provides a good opportunity, which can help the 
management of the shop floors. This paper reports on a case study using RFID datasets from a manufacturing shop floor to achieve performance 
evaluation. The datasets are processed by machine learning algorithms in R language. Some findings and observations have been obtained, which 
can be used as a reference for the future production. 
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1. Introduction 

With the development of Radio frequency identification 
(RFID) technology, it has been widely used in manufacturing 
shop floors to collect data and identify objects [1-5]. RFID tags 
have been built-in chips so that they can be attached to certain 
objects whose data could be collected [6]. These tags convert 
data by responding to signals from RFID readers. In the 
manufacturing processes, a large amount of data is transmitted 
and stored [7]. The data is related to the batch of the product, 
the ID of the worker, the quantity of the product, the sequence 
of processing, and so on. In general, as time goes on, the data 
volume will become larger and larger. Therefore, using 
traditional analytical methods to analyze the data is not only 
difficult, but also needs to meet management requirements. Big 
data analytic tools such as statistics approaches, data mining 
models and machine learning algorithms, provide a good 
opportunity for processing the data [8-10]. Some available 
software like Python, R and MATLAB, all of which can be used 
for big data analysis. This paper aims to process and analyze a 
given dataset from a RFID-enabled manufacturing shop floor 
by using R. R is a programming language which is suitable for 

statistical computing by figuring out the hidden trends and 
valuable information and knowledge. 

This paper uses a dataset from a RFID-enabled 
manufacturing shop floor including 9 columns of different data 
attributes and 413,473 rows of data which is obtained from 
daily production. The nine columns are: 'ID', 'BatchMainID', 
'UserID', 'ProcCode', 'ProcSeqnum', 'Quantity', 'Good Number', 
'Time' and 'Location'. The specific meanings of these nine 
columns are as follows: 

 ID: auto-generated ID in SQL database; 

 BatchMainID: representing a batch of product. Each 
BatchMainID corresponds to multiple 'UserID', 'ProcCode', 
'ProcSeqnum', 'Quantity', 'Good Number', 'Time' and 
'Location' data; 

 UserID: indicating a specific worker. Each UserID 
corresponds to multiple 'BatchMainID', 'ProcCode', 
'ProcSeqnum', 'Quantity', 'Good Number', 'Time' and 
'Location' data; 
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 UserID: indicating a specific worker. Each UserID 
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 ProcCode: representing a typical processing such as milling, 
drilling etc.  

 ProcSeqnum: indicating the sequence of processing; 

 Quantity: the total pieces for a batch. The value ranges from 
0 to 180; 

 Good Number: indicating the amount after inspection. The 
value of this column of data ranges from 0 to 180; 

 Time: a time stamp reflecting the finished time of a 
processing. There are 36,726 out of 413,473 rows where the 
value is NULL. 

 Location: representing a specific machine. Each Location 
corresponds to multiple 'BatchMainID', 'UserID ', 
'ProcCode', 'ProcSeqnum', 'Quantity', 'Good Number' and 
'Time' data; 
Since this database is large and there are many complex 

relationships among the data, R language will be used to cleanse 
this data and a machine learning algorithm is used for analyzing 
the datasets. This paper is focusing on the research question: 
How can working time, sequences of processing and machines 
affect product quality? 

The rest of this paper is organized as follows. Section 2 
reports on the methodology. Section 3 talks about the results 
and discussions. Some findings and observations are discussed 
in this section. Conclusions are given in Section 4. 

2. Methodology 

2.1. Data cleansing 

There are 36,726 rows of data without time stamp which 
should be removed. There are 1,353 distinct UserID. User 
48940 has the highest appearance rate in the data. Some UserID 
like 19831, 23973 and 24019 only appear once. It is possible 
that their records are in the deleted data trunk where time is 
missing. 

There are 282 different types of processes numbering from 
2 to 744. The most frequent type of processing is 456. Creating 
good item rate (GIR) = Good number/Quantity, GIR represents 
the quality ratio of products. One finding is that among the 
376,746 rows of data which were cleansed, 11,284 rows of data 
have good item rate < 1. 

Some machines have been used more frequently than others, 
for instance, machine 11002 been used 18,925 times. Whereas 
machine 20609 only has 1 use rate. One possible explanation is 
that this machine is mostly used in the deleted data trunk where 
time is missing. 

Of the time data retained, there are 20,007 records that are 
found in the overnight work shift. The creation of time length 
is as follows: 

Same User-ID – same ProcCode – same ProcSeqnum – same 
Location 

As 20,007 pieces of data are overnight, that means date +1. 
Regardless the overnight data, another logic can be used: 

Same User-ID – same ProcCode – same ProcSeqnum – same 
Location – same Date 

Then using [Date (Last row) - Date (first row)] to get the 
time length to produce X amount of product (here X stands for 
unknowns). 

2.2. Machine learning algorithms 

The goal of using machine learning algorithms is to predict 
the quality of the product (i.e. good item rate = Good 
number/Quantity) based on existing data. 

Modelling to start with is least absolute shrinkage and 
selection operator (lasso – a kind of regression method), 
because it considers the interaction between variables (2-way 
interactions). Considering a sample of N cases, each case 
consists of m covariates and a single outcome. Let iy  presents 
the outcome and 1 2: ( , ,..., )T

i mx x x x  is the covariate vector for 
the ith case. Then, we can get: 
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Where t is a prespecified free parameter that determines the 
amount of regularization. m   is the standard ml  norm. 

There are 1,353 workers and 547 different machines 
recorded in the dataset. So interaction between worker and 
machine will require 740,091 degree of freedom, which largely 
exceed the amount the data: 61,659. 

Using Lasso, as it is a shrinkage method, it will perform 
variable selection, which eliminate (coefficient=0) any 
combination of interaction that is not useful in the model. That 
will free up the degree of freedom, inform the useful 
interactions, and cooperate with other machine learning 
approaches like neural network, support vector machine, etc 
[11, 12]. The lasso model matrix cannot deal with 2-way 
interaction because it requires cluster computing [13]. Thus, 
general lasso regression with no interaction is used in this 
research. 

The dataset is randomly split into training set (70%) and test 
set (30%). Some UserIDs only have 1 or 2 rows. If setting them 
as factors, some UserID only occur in the training set while not 
the test set vice versa. Then the trained set cannot be tested. 
Therefore, the UserID is set as continuous and this method is 
applied to ProcCode, ProcSeqnum and Location to keep them 
as continuous. Using 10 folds cross validation to find the 
smallest λ for lasso regression, this λ is used to predict the good 
item rate in the test set. 

The root mean square error of lasso regression is 0.05941, 
which is smaller than standard deviation of the original good 
item rate in the test set 0.05943. That means generally, the 
predicted good item rate is within the standard deviation. 

3. Results and Discussions 

3.1. ProcSeqnum and quality 

Fig.1 shows the impact of different ProcSeqnum (the 
sequence of processing) on product quality (good item rate). 
There are three main findings in this figure. Firstly, as it is 
shown in Fig.1, the data amount of the sequence of processing 
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of No. 3, No. 49, No. 55 to No. 71 is much smaller than that 
from the other numbers. 

 

Fig. 1. The effect of different ProcSeqnum on quality 

The data samples are less than five. There are two possible 
explanations for that. One is that these sequences of processing 
are not used much in this shop floor and the other is that their 
data has been removed in the data cleansing step due to large 
number of noises. Secondly, the quality of products produced 
in the sequence of processing of No. 18, 19, and 22 is relatively 
high and stable. While, the good item rate of No. 9 to No. 14 is 
very unstable as the floating range of this rate is quite large. 

3.2. Working time and quality 

In Fig. 2, the horizontal axis indicates the working time, 
from 0:00 to 24:00 and the vertical axis indicates the good item 
rate between 0.0 to 1.0. There are two important findings in this 
figure. Compared with the good item rate of products produced 
from 8:00 to 23:00, this rate is slightly decreased. Another 
observation is that the number of products produced between 
5:00 and 7:00 is significantly reduced compared to other 
working times. This may be attributed to the inefficient 
worker's productivity during this time period as it is the early 
morning when people get fatigue usually. 

 

Fig. 2. The effect of different working time on quality 

3.3. Location and quality 

 

Fig. 3. The effect of location time on quality 

Fig. 3 shows the impact of different machines on product 
quality. Three results can be derived from this figure. Firstly, 
machines numbered starting with 10,000 are used most in this 
shop floor. Secondly, in terms of the good item rate, machines 
with numbers starting at 10000 and 30000 are not as stable as 
the other three groups. The good item rates are between 0.4 and 
1. Lastly, the good item rate of products manufactured by 
machines with a number starting at 50000 can be stabilized at 
around 0.9. That means the quality of the products from these 
machines is more stable. 

4. Conclusion 

This paper describes a study on RFID datasets from a 
manufacturing shop floor. The impacts of three perspectives 
including working time, the sequence of processing and 
machines on product quality are examined. In the data  
cleansing section, the duplicated time of different 'ID', 
'BatchMainID', 'UserID', 'ProcCode', 'ProcSeqnum', and 
'Location' has been removed. Three main findings can be 
summarized. The first is that the products produced from No. 
18, 19 and 22 sequences have good item rate. Second, workers 
working in the early hours of the morning (0:00 to 7:00) may 
affect the quality of the products. Third, the quality of products 
produced by machines with numbers starting at 50000 is more 
stable. 

Based on the above observations, there are several 
suggestions for this shop floor. Firstly, regarding the sequence 
of processing, if the same type of parts can be produced with 
No. 9, 14, 18, 19, and 22, it is better to use No. 18, 19, and 22 
for production instead of No. 9 and 14, or technical 
improvements to No. 9 and No. 14 is needed. Secondly, for 
product batches with strict quality requirements, production 
arrangement between 0:00 to 7:00 should be avoided. Thirdly, 
this shop floor needs to carry out equipment maintenance or 
upgrades for machines with numbers starting with 10000 and 
30000. In the meantime, it is advantageous to use machines 
with numbers starting with 50000. 
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Future research could be carried out in the following 
aspects. Firstly, the shop floor performance could be extended 
in terms of the production cycle and total output. Data-driven 
approaches will be further examined to investigate these 
aspects. Secondly, RFID data is one of the captured datasets in 
the IoT-enabled manufacturing sites. Other data from different 
sensors such as temperature, vibration and force could be 
integrated to the further decision-making. 
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