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1) Network features are introduced to study incident-induced impacts on road networks mobility. 2 

2) Four network features are extracted to code the distinctive functionality of urban intersections. 3 

3) Incidents impacts are measured in both temporal and spatial dimension. 4 

4) Temporally, accident delay is significantly correlated with the Betweenness Centrality and K-shell. 5 

5) Spatially, micro impact and macro impact are found to be strongly associated with the four network features. 6 

Abstract 7 

In this paper, we seek to investigate the spatiotemporal impacts of traffic incident on urban 8 

road networks. The theoretical lens of a complex network leads us to expect that such effects are 9 

associated with the functionality that an intersection acts in network, and also, the location of 10 

incident sites. Incident impacts are measured in both temporal and spatial dimension through 11 

collaboratively mining the rich data that account for traffic flow and incident detailed information. 12 

In complex network context, the urban road network can be converted into a weighted direct graph 13 
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with intersections as nodes and road segments as edges with their geographic information. Four 14 

network features of Betweenness Centrality, weighted PageRank, Hub, and K-shell are then 15 

assigned to each intersection to assess its functionality. Temporally, we find out significant 16 

correlations between incident delay and several network features by applying hazard-based models. 17 

Spatially, micro impact and macro impact are found to be strongly associated with the four 18 

network features through estimating a Bayesian Negative-binomial conditional autoregressive 19 

model and a generalized linear model, respectively. Our study provides a basis of leveraging urban 20 

road network context to evaluate incident impacts, with some explanations, useful insights and 21 

possible extensions that would assist traffic administrations to guide the post-incident resilience 22 

and emergency management, and help road users to avoid potential congestion.  23 

Keywords 24 
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1. Introduction 27 

Intersections are the busiest but dangerous locations in road networks due to the number of 28 

turning movements and the resultant conflict points (Chen and Xie, 2016). The hazards at 29 

intersections not only lead to more injuries and property losses, as showcased by previous studies 30 

(Chandler, 2013; Barua et al., 2010), they also lead to a decline in traffic efficiency, i.e., incidents 31 

at or near intersections induce traffic congestion and thus reduce the connectivity of the road 32 

network. To improve the reliability of road networks and facilitate emergency rescue, traffic 33 

management agencies need to acquire the incident impacts on road networks (Weng et al., 2015; 34 

Konduri et al., 2003). Specifically, if drivers can be informed in advance via online systems of 35 

potential congestion, they may actively change their routes; if management authorities are able to 36 

grasp an incident’s spatiotemporal impact, they can mitigate traffic congestion more efficiently. 37 

Previous research on the estimation and evaluation of the spatiotemporal impacts mainly 38 

focused on road segments of freeways. Deterministic queuing diagrams (Erera and Garrick, 1998) 39 

and shock waves (Wirasinghe, 1978; Wang et al., 2016) were the conventional methods adopted 40 

by these studies. Sheu et al. (2001) developed a stochastic estimation approach to real-time 41 

prediction of incident congestions. Recently, Chung et al. (2010, 2012, 2015) developed a binary 42 

integer programming method to estimate the spatiotemporal impacts of freeway incidents. Unlike 43 

freeway segments, urban road networks are interconnected and interdependent, and thus accord 44 

with complex networks. However, the impact of incidents on traffic mobility in urban areas, 45 

specifically the role of road network features at an incident location in the impact analysis, has not 46 

been carefully examined. 47 
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Road network features have been drawing increasing attention in urban transport studies, 48 

especially, usually involved as risk factors in road safety analysis. Marshall et al. (2011) and Rifaat 49 

et al. (2011) found that road network structure has a significant impact on traffic safety. Wang et al. 50 

(2013) used Closeness Centrality, Betweenness Centrality, and Meshedness coefficients to 51 

measure road network properties within traffic analysis zones (TAZs) and found they were closely 52 

related to crash frequencies. Analogously, Zhang et al. (2015), adopted Betweenness Centrality 53 

and overall clustering coefficients to quantify road network structures, and proved that they are 54 

associated with the frequency of non-motorist accidents. In most studies, road network features 55 

have been used to represent the general profile and properties of the road network in an entire zone 56 

or area. The role of local network features, nevertheless, in the evaluation of incident impact on 57 

road networks has not been fully considered in previous analyses.  58 

As a typical kind of incidents with negative impact on mobility, traffic accidents have always 59 

been analyzed by previous research in terms of accident frequency (Lord and Mannering, 2010; 60 

Abdel-Aty and Radwan, 2000) and injury severity (Savolainen et al., 2011). These studies 61 

investigated the roles of different risk factors in road safety, but rarely considered the accident 62 

impacts on the reliability of road networks. Accidents, in fact, not only cause injuries that lower 63 

the safety performance of roads, but also give rise to congestion that deteriorates the mobility of 64 

the surrounding roads and even the whole road networks through the malfunction or removal of 65 

those key road segments and intersections (Li et al., 2015). Hence, it is promising to analyze the 66 

spatiotemporal impacts of accidents in mitigating the negative influence of accidents, thus 67 

providing useful information for incident management. Moreover, the understanding of incident 68 

impacts on road network reliability would be beneficial in improving network design and 69 
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developing incident management strategies (Lo and Tung, 2003). 70 

In this paper, we seek to explore the impact of incidents, especially, injury accidents, on an 71 

urban road network in both temporal and spatial dimensions. Primarily, road network features are 72 

extracted in terms of Betweenness Centrality, weighted PageRank, Hub, and K-shell, which 73 

constitute the key independent variable set to tap into the incident impacts analysis. Next, we 74 

proceed to examine the incident impacts on traffic mobility from three perspectives: one in the 75 

time dimension and two in the spatial dimension. Specifically, our paper explores three concrete 76 

topics: temporally, as incident can lead to delay, we explore the association between the 77 

incident-induced delay at nearby intersections with the network features; spatially, at micro or 78 

local level, an intersection’s mobility is affected by incidents, and this local impact should be 79 

associated with the network features of its location, as different intersections have disparate roles 80 

within a road network; at macro or global level, the connectivity or mobility of the entire road 81 

network would also be affected by an incident, and the reduction in network mobility should also 82 

be related to the incident site and its network features. This study contributes to the literature 83 

streams by innovatively combining complex network theory with incident impact analysis, that is, 84 

the proposed framework and inference approach can be applied to study the impacts of 85 

non-recurrent traffic events, with the purpose of identifying the network features that contribute to 86 

these impacts. Also, our data driven approach can be implemented practically and could yield 87 

managerial implications for post-event response actions and incident management. 88 

The rest of this paper is organized as follows. Section 2 provides an overview of the 89 

contextual setting and data preparation, and Section 3 describes the empirical models used in our 90 

research. Section 4 presents and discusses the findings. Finally, conclusion and managerial 91 
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implications for traffic safety and mobility are outlined in Section 5. 92 

2. Data Preparation 93 

2.1 Data Overview  94 

 The data in this study were collected in a medium-sized city in northern China, where 69 95 

major urban intersections (denoted as ܸ, |ܸ| ൌ 69) were laid out on a chessboard-style network 96 

(Fig. 1 small panel). Three datasets are organized to extract the accident impacts as dependent 97 

variables and network features as key independent variables.  98 

 1) The traffic flow dataset is used to derive the benchmark of traffic flow. It contains 584 99 

million records, each of which represents a vehicle passing a given intersection at a certain 100 

timestamp. 101 

 2) The accident information dataset accounts for 299 injury-causing accidents that happened 102 

in this region (denoted as ACC, |ACC| ൌ 299) and includes the accident type, severity, property 103 

loss, illumination conditions, and truck involvement. 104 

 3) The geographic information dataset contains the longitude and latitude of the intersections. 105 

The road information is harnessed to build the graph model, from which the network features are 106 

extracted. 107 

 The following two subsections first consider the network features according to the complex 108 

network theory with the road network geographic information. Accident impacts are then 109 

measured by incorporating the traffic flow and accident information datasets. 110 
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 111 
Fig. 1. Road network in reality (small panel) and its corresponding graph model (main panel). (Nodes in both 112 

figures denote intersections. Edges in the small panel denote the real road segments while edges in the main panel 113 

denote the logical edges that link neighboring intersections.) 114 

2.2 Intersection Network Feature Measures 115 

To procure the network features for each intersection, the road network in reality (see Fig. 1 116 

small panel) is converted to a weighted directed graph ܩ ൌ ሺܸ, ,ܧ  ሻ, where intersections are 117ܣ

regarded as nodes ܸ and links between them as edges ܧ (see Fig. 1 main panel). ܣ is the 118 

adjacency matrix with element ܽ௜௝ denotes the weight of the edge connecting intersections ݅ and 119 

݆, which should be defined according to specific network features. 120 

In the literature, there are three definitions of weight. First, the element of ܣ is set to 1 if 121 

intersections ݅ and ݆ are connected and 0, otherwise (Ben-Tal et al., 2011), denoted as: 122 

ܽ௜௝
௅ ൌ ௝ܽ௜

௅ ൌ ൜
1, ݅ ∈ ሼ݆ሽ
0, ݅ ∉ ሼ݆ሽ

, 123 
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 Second, weight can be defined as traffic commuting distance (Wisetjindawat et al., 2006), 124 

where we set ܽ௜௝  as the length of the shortest path (calculated through Dijkstra algorithm) 125 

between the intersections ݅ and ݆ if they are adjacent: 126 

ܽ௜௝
஽ ൌ Dijkstraሺ݅, ݆ሻ, 127 

Third, weight can be defined as the intensity of the connection (Newman 2004). The annual 128 

average daily traffic (AADT) of ݅ at the corresponding direction during midday period (i.e., 129 

10:00am-16:00pm) is used to represent weights in this study, as a greater average traffic volume 130 

embodies a more intense connection between two places: 131 

ܽ௜௝
ொ ൌ AADTሺ݆, Dir: ݅ → ݆ሻ, 132 

Applying complex network theory to the constructed weighted graph, we consider the 133 

following four network features: Betweenness Centrality, weighted PageRank, Hub, and K-shell. 134 

We exclude in-degree and closeness Centrality that are widely used in complex network study here 135 

because they are highly correlated to weighted PageRank. Each selected feature represents a 136 

particular aspect of network behavior that does not overlap with the other selected features. The 137 

graphs with distance-weighted edges, connection-intensity-weighted edges and unit edges are 138 

chosen to assess Betweenness Centrality, weighted PageRank, Hub, and K-shell, respectively. 139 

2.2.1 Betweenness Centrality 140 

Betweenness Centrality (BC) is used to quantify the frequency with which a node acts as a 141 

bridge along the shortest path of any node pairs in the network (Freeman, 1979; Crucitti et al., 142 

2006; Bell et al., 2017). A graph with distance-weighted edges is used to calculate the 143 
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Betweenness Centrality because BC is determined by the physical distance between nodes in the 144 

road network:  145 

BCሺ݅ሻ ൌ
ଵ

ሺ|௏|ିଵሻሺ|௏|ିଶሻ
∑ ఙೞ೟ሺ݅ሻ

ఙೞ೟
௦ஷ݅ஷ௧∈௏
௦ஷ௧

, 146 

where ߪ௦௧ is the number of shortest geodesic paths from ݏ to ݐ, and ߪ௦௧ሺ݅ሻ is the number of 147 

shortest geodesic paths from ݏ to ݐ that pass through node ݅. As Fig. 2(a) illustrates, BC 148 

measures nodes’ transfer ability.  149 

2.2.2 Weighted PageRank 150 

Weighted PageRank (WPR) measures the probability that a vehicle will traverse a certain 151 

intersection by random walk. A graph with connection-intensity–weighted edges is used to 152 

calculate the WPR because WPR reflects the node’s importance in terms of connection strength: 153 

WPRሺ݅ሻ ൌ
ሺଵିௗሻ

|௏|
൅ ݀ ∑

୛୔ୖሺ݆ሻ௔೔ೕ
ೂ

|୓୙୘ሺ݆ሻ|݆∈୍୒ሺ݅ሻ , 154 

where INሺ݅ሻ are the in-neighbors of node ݅, i.e. the nodes incoming to node ݅, |OUTሺ݆ሻ| is the 155 

out-degree of ݆, i.e.the number of nodes outgoing from node ݆, ݀ ∈ ሾ0,1ሿ is a damping factor, 156 

which is normally set to 0.85 (Brin and Page, 2012), and ܽ௜௝
ொ  are the weights of the out-going 157 

edges from ݆. Schematic of WPR’s definition can be found in Fig. 2(b). 158 

2.2.3 Hub 159 

Hub is also adapted from a webpage modeling approach, specifically as applied to the 160 

analysis of social networks. To find a hub and its corresponding index authorities in the network, 161 

we use the HITS algorithm that by solving the following simultaneous equations (Kleinberg, 162 

1999):  163 



10 

൜
Auth ൌ Hub	ܣߴ
	Hub ൌ  ,	୘Authܣߩ

where A is the connection-intensity–weighted adjacency matrix, as Hub is defined based upon 164 

connection strength;	ߴ, ߩ ∈ ߩߴ ,܀ ൌ  is the 165 ߣ and ;(is set to 1 to avoid loss of generality ߩ) ଵିߣ

largest eigenvalue of the co-citation matrix, ܣܣ୘  or ܣ୘ܣ . A previous study of microblog 166 

communities (Java et al., 2007) found that some blog users with very high Authority have 167 

relatively low Hub because they have many followers but do not follow many other bloggers, or 168 

vice versa. In the road network, an intersection with a higher Hub is one that points to more nodes, 169 

whereas a high Authority represents a node that is linked by hubs (as Fig. 2(c) demonstrates). 170 

2.2.4 K-Shell 171 

K-shell (KS), was developed by scholars to study how epidemics within networks spread. 172 

According to Kitsak et al. (2010), the topology of a network organization plays a vital role in the 173 

spread of viruses. In some cases, a high out-degree node that is strategically placed in the core of 174 

the network can make significant effects and induce infection throughout a huge fraction of the 175 

network. However, if a high out-degree node is situated at the periphery of a network, it will have 176 

a smaller impact on the spread of the virus. Hence, to study the spreading process, it is necessary 177 

to distinguish a network’s core and periphery; KS is an effective tool for this purpose, and is 178 

obtained via the K-shell decomposition algorithm. Specifically, in the graph with unit edges, we 179 

first remove all nodes (including their edges) with a degree of one, and assign them to the 1-shell. 180 

Then, we recursively repeat the same procedure until all of the nodes in the network have been 181 

assigned to a corresponding KS (Carmi et al., 2007), as Fig. 2(d) shows.  182 
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 183 
Fig. 2. Schematic diagram of the network features. A greater radius indicates a larger value of the corresponding 184 

feature. 185 

2.2.5 Interpretations of Network Features 186 

The color maps in Fig. 3 intuitively illustrate how different network features can reflect the 187 

functionality of intersections within a road network.  188 

As Fig. 3(a) shows, the BC feature measures the importance of an intersection in terms of the 189 

shortest path. Intersections with a higher BC are more likely to be the shortest paths, and they may 190 

be more prone to be traversed by road users who like to take shortcuts.  191 

The distribution of intersections with WPR values is demonstrated in Fig. 3(b). Originally, 192 

WPR was proposed to assign importance to webpages in a Web graph. By analogy, as we are 193 

interested in the relative importance of nodes in a road network (i.e., road intersections), a node’s 194 

WPR value is expected to reflect its importance in terms of connection strength: if two 195 

intersections have similar WPR values, the probability that a driver will visit either of them should 196 
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be similar. 197 

“Hub” acts as a resource list that directs road users to recommended authorities. As we have 198 

already defined other features that function as authorities (i.e., PageRank, which is highly 199 

correlated with the Authority index in our case), only Hub is considered in the following steps to 200 

measure an intersection’s “guiding” role. As can be seen in Fig. 3(c), high-Hub intersections are 201 

nodes that point to other nearby important intersections in terms of connection strength. 202 

In Fig. 3(d), the actual distribution of intersections’ KS values is in line with its definition: 203 

high-KS intersections are located in the core area of the road network, and low-KS intersections 204 

are located in the periphery. 205 

Each of the above network features represents one specific facet of an intersection’s role (or 206 

functionality) in the road network. They together constitute a prime covariate set that leverages the 207 

urban road network context to study the accident impacts. 208 

 
(a) 

 
(b) 

 
(c) 

 
(d) 
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Fig. 3 Distributions of values for various intersection network features within the urban road network: (a) 209 

Betweenness Centrality; (b) Weighted PageRank; (c) Hub; (d) K-shell. 210 

2.3 Accident Impacts Measurement 211 

This study investigates how an accident’s impact is associated with road network features. 212 

The multifaceted impacts induced by traffic accidents are involved in the models as dependent 213 

variables, which are measured both temporally and spatially. On the time dimension, we select the 214 

accident-induced delay at nearby intersections as the metric. Spatially, we consider the 215 

microscopic and the macroscopic effect. For the former, we measure the frequency that an 216 

intersection’s mobility is affected by accidents at individual-level. For the latter, we capitalize on 217 

network mobility reduction to quantify an accident’s overall impact on the road network.  218 

Accident impacts measurement in this study is based on one reasonable assumption that are 219 

also supported by several prior research (Skabardonis et al., 2003; Williams and Guin, 2007). As 220 

traffic accidents are nonrecurring events that would cause congestion or delays at or near urban 221 

intersections, it is assumed that the traffic flow under such abnormal situation should be 222 

significantly different from that under the recurrent situations. In this regard, we need to firstly 223 

find out the benchmark, based on which the outlier from normal region can be regarded as impacts 224 

by accidents. Following pertinent literatures (Sun et al., 2016; Hojati et al., 2016), we acquire this 225 

benchmark, namely, the traffic flow profile under recurrent situations, from historical data. 226 

A stepwise data driven procedure is taken to obtain the recurrent traffic flow profile. To begin 227 

with, let ݅ ൌ 1,… , 69 denotes the index of all urban intersections; ݆ ൌ ሼS → N, E → W,N →228 

S,W → Eሽ  represents four directions at which the traffic flow enters an intersection; ݀ ൌ229 

1,… , 365 represents all days in one year; ݐ ൌ 1,… , ݇, … ,  denotes the index of time interval at 230 ܭ
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which the traffic volume is aggregated (i.e., ܭ ൌ 144 for 10-min interval), the aggregated traffic 231 

flow at direction ݆ of intersection ݅ at day ݀ therefore is denoted as ௜݂,௝,ௗ,௧, and the annual 232 

aerage then becomes ݂௜̅,௝,௧.  233 

Next, since the traffic demand is subject to temporal effects, i.e., seasonal variations and 234 

day-of-the-week effect (Rakha and Van Aerde, 1995; Thomas et al., 2010), ݂௜̅,௝,௧ may not be a 235 

good indicator of recurrent traffic flow profile during a short span of time and therefore it is 236 

necessary to specify the temporal term ݀ according to the reported accident starting time. In this 237 

study, we manually separate workdays (Monday to Friday), weekends (Saturday and Sunday) and 238 

special days (festivals and special events). We find that the flow profiles of these three categories 239 

of days show significant heterogeneities: the flow profile of workdays has two salient peaks (i.e., 240 

morning peak and evening peak) while that of weekends and special days does not; the overall 241 

traffic demand of special days is 60-70% as much as that of weekends. In addition, the seasonal 242 

variation is found to be significant in this city: the traffic demand during summer (Jun. to Sept.) is 243 

80% as much as that during winter (Nov. to Feb.). Hence, as we compare the traffic flow during 244 

accident and the recurrent flow profile, we adjust the temporal term ݀ proportionally. To be more 245 

specific, as we study a given accident, denoted as ܽܿܿ ∈  which took place on day ݀௔௖௖, we 246 ,ܥܥܣ

collect 15 days from the same category both before and after ݀௔௖௖, denoted as ݀஺	ሺܣ ൌ 1,… , 30ሻ 247 

and then calculate the moving average ݂௜̅,௝,ௗೌ೎೎,௧ ൌ
ଵ

ଷ଴
∑ ݂௜̅,௝,ௗಲ,௧஺ . The obtained ݂௜̅,௝,ௗೌ೎೎,௧ can be 248 

regarded as the recurrent flow profile or core benchmark specified for a given accident. 249 

Besides the core benchmark, we also define the band. The aggregated traffic flow in the set of 250 

݀஺ at ݇-th interval is represented by	 ௜݂,௝,ௗೌ೎೎,௞, which contains 30 points. Due to the stochastic 251 

nature of traffic flow, ௜݂,௝,ௗೌ೎೎,௞ is assumed to follow	ࣨ൫݂௜̅,௝,ௗೌ೎೎,௞,  ௜,௝,ௗೌ೎೎,௞൯, where: 252ߪ
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௜,௝,ௗೌ೎೎,௞ߪ ൌ ට ଵ

ଷ଴
∑ ൫݂௜,௝,ௗಲ,௞ െ ݂௜̅,௝,ௗೌ೎೎,௞൯

ଶ
஺ , 253 

is the standard deviation of the traffic flow of at direction ݆ of intersection ݅ at the k-th time 254 

interval. For the normal distribution, the values less than two standard deviations from the mean 255 

account for 95.45% of the data. As non-recurrent cases such as traffic accidents can be viewed as 256 

rare events, we thus apply the idea of outlier detection to find the impacts of accident (Guo et al., 257 

2015). The normal region in this study is defined as	ൣ݂௜̅,௝,ௗೌ೎೎,௧ ൅ ,௜,௝,ௗೌ೎೎,௧ߪ2 ݂௜̅,௝,ௗೌ೎೎,௧ െ  ௜,௝,ௗೌ೎೎,௧൧. 258ߪ2

Once we have detected more than two clustered outliers (i.e., points that lay outside the normal 259 

region) in current traffic flow around the reported accident starting moment, we then consider this 260 

abnormality to be the impact of a non-recurrent traffic incident. Moreover, since the reported time 261 

was subject to artifacts, both spatial boundary and temporal boundary are set to avoid 262 

misidentification. Hojati et al. (2016) used 60 min before and after the specified incident time as 263 

temporal boundary, and Chung and Recker (2015) defined the accident impact spatiotemporal 264 

boundary as maximum freeway section by 90 minutes. In this study, we use 30 min before and 265 

after the reported time and 1.8km as spatiotemporal boundary for outlier detection.  266 

 Through the above procedure that collaboratively mine the traffic data and traffic accident 267 

data, it becomes feasible to quantify some basic impact indicators for each accident record	acc ∈268 

ACC. Specifically, for each accident, we can detect a set of intersections whose traffic flow is 269 

affected by this accident, along with the count of clustered outliers on the traffic flow of these 270 

intersections, upon which we are able to derive three sorts of accident impacts with concrete 271 

meaning. Fig. 4 illustrates the schematic diagram of the benchmark and the outliers detected. 272 
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 273 

Fig. 4. Plot for detecting whether the traffic flow at an intersection is affected by a nearby accident. (The blue line 274 

denotes the average flow profile of a given direction of an intersection; red and green lines denote the upper and 275 

lower bands of the normal interval, respectively. The yellow line indicates the current traffic flow, and the pink line 276 

indicates the outliers detected. The grey area represents the flow reduction caused by the accident.) 277 

2.3.1 Temporal Impact 278 

“Accident delay” refers to the time from the moment the incident took place to the minute the 279 

traffic flow returned to normal (Garib et al., 1997; Nam and Mannering, 2000; Chung, 2010). The 280 

delay can thus be calculated by the time interval during which the current traffic flow is 281 

significantly different from the recurrent flow profile. The delay for a given accident ܽܿܿ, in 282 

direction ݆ at intersection ݅ can be calculated as follows: 283 

௜ܶ,௝,ௗೌ೎೎ ൌ ܰ௜,௝,ௗೌ೎೎ ൈ ܶ୅, 284 

where ܰ௜,௝,ௗೌ೎೎ is the number of clustered outliers detected by the aforementioned method and 285 

ܶ୅ is the aggregated time, which in this study is 10 min. At the intersection level, the accident 286 

delay of a given accident ܽܿܿ  is determined by the maximum delay among the different 287 

directions, which is expressed as ௜ܶ,ௗೌ೎೎ ൌ max൛ ௜ܶ,௝,ௗೌ೎೎ൟ. For all 299 accidents, we detect 846 288 

intersection-level delay samples, which are used as a dependent variable in the subsequent 289 

analysis. 290 
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2.3.2 Microscopic Spatial Impact 291 

Microscopic spatial impact focuses on the intersection-level accident impact with regard to 292 

the network features, i.e., we are curious whether intersections with different functionalities 293 

(embodied by their distinctive network features) would demonstrate different propensities to be 294 

affected by accidents. An understanding of how the intersections’ network features are associated 295 

with its susceptibility to accidents would help transportation administrators to determine which 296 

part of the road network is more likely to be affected by accidents. At the same time, as suggested 297 

by Li et al. (2015), improvements in traffic on those key road segments or intersections can 298 

significantly improve global traffic. In the same vein to the accident occurrence, we define the 299 

annual affected times (AAT) for each intersection ݅ ∈ ܸ to depict the local spatial impact of 300 

accident, by counting the number of times that ݅ is affected by accidents. For instance, for 301 

intersection #1, this value is 19, indicating that intersection #1 was affected by accidents 19 times 302 

in the focal year. We believe that such a straightforward measure is a suitable proxy for the local 303 

impact of accidents on each intersection ݅, as the larger the value of AATሺ݅ሻ, the higher the 304 

likelihood that the traffic flow of ݅ will show non-recurrent outliers. For all 69 intersections, we 305 

acquire tantamount intersection-level impact samples as the second dependent variable. 306 
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 307 

Fig. 5. Spatial distribution of each intersection’s annual affected times 308 

 It is worth mentioning that the local impact may subject to spatial correlation. As seen in Fig. 309 

5, intersections that are affected seriously seem to cluster along the main roads. According to 310 

Goodchild (1992) and Zhou et al. (2016), spatial correlation exists in most spatial dataset, since 311 

adjacent regions may share similar socioeconomics or demographic characteristics. More 312 

relevantly, Li et al. (2014) showed that jams in city traffic have long-range spatial correlations that 313 

decay slowly with distance. To specify an appropriate model, we need to conduct the spatial 314 

correlation test. We draw upon Moran’ I statistic to judge if we should adopt spatial model: 315 

Moran′s	I ൌ
∑ ∑ ௔೔ೕ∙ሺ୅୅୘ሺ௜ሻି୅୅୘തതതതതതሻ|ೇ|

ೕసభ
|ೇ|
೔సభ ሺ୅୅୘ሺ௝ሻି୅୅୘തതതതതതሻ

∑ ∑ ௔೔ೕ∙∑ ሺ୅୅୘ሺ௜ሻି୅୅୘തതതതതതሻమ/௡|ೇ|
೔సభ

|ೇ|
ೕసభ

|ೇ|
೔సభ

, 316 

where AATሺ݅ሻ is the annual affected times of intersection ݅, AATതതതതതത ൌ 15.49 is the mean of AAT 317 

value of all intersections, ܽ௜௝ is the corresponding element of the adjacency matrix. Here, we 318 

adopt all three adjacency matrices (i.e., distance-weighted, connection-intensity-weighted and unit) 319 

to calculate the Moran’ I with its Z test statistic (Moran, 1950). The results of Moran’s I test are 320 

shown in Table 1, in which we confirm that the AAT data is subject to the spatial correlation, given 321 
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the significant level 0.05. Accordingly, the spatial correlation should be taken into account in the 322 

following modelling.  323 

Table 1 324 

Results for the Moran’ I spatial correlation test 325 

 Unit Distance Connection intensity 

Moran’ I 0.196** 0.289** 0.229** 

Z(I) 3.518 3.135 3.137 

** p<0.05 326 

2.3.3 Macroscopic Spatial Impact 327 

Network-level impact can be imputed to the aggregated manifestation of its local 328 

counterparts: as road segments or intersections are blocked due to accident-induced effects, it 329 

would cause the road users to pay additional cost in time or travel a longer distance, which means 330 

the network becomes less connected with reduced mobility(Bell, 2000). To measure this negative 331 

impact, we apply a notion that is widely used in the complex network analysis: the average 332 

diameter increment. According to Albert et al., (1999), the average diameter (ܦ) of a network is 333 

defined as its interconnectedness, namely, the average value of the shortest paths of any two-node 334 

pair. A change in average diameter,	∆ܦ, reflects the extent of the impact when a certain set of ܸ is 335 

removed or blocked (Albert et al., 2000). In a road network, once an accident takes place, it will 336 

exert a negative impact on the traffic flow of nearby intersections, which can be seen as errors. For 337 

simplicity, the negatively affected intersections are assumed to be total malfunctions, i.e., treated 338 

as deadlocks. Under this assumption, the average diameter of the affected network with its interior 339 

errors must be greater than that of the original network, and its difference is considered as the 340 

accident damage to the mobility of the road network, as it represents the average increase in 341 

traveling distance. For each accident ܽܿܿ ∈ ACC , its average diameter increment, ∆ܦ , is 342 
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expressed as  343 

ሺܽܿܿሻܦ∆ ൌ
1

|ܸ\ ௔ܸ௖௖|
෍ ݀ሺ݅ᇱ, ݆ᇱሻ

௜ᇲ,௝ᇲ∈௏\௏ೌ ೎೎

െ
1
|ܸ|

෍ ݀ሺ݅, ݆ሻ
௜,௝∈௏

, 

where ௔ܸ௖௖ denotes the set of all of the affected intersections and ݀ሺ݅, ݆ሻ is the shortest distance 344 

from node ݅ to ݆. The larger the values of ∆ܦሺܽܿܿሻ, the heavier the damage to the road network. 345 

For all 299 accidents, we derive network-level impact samples as the third dependent variable with 346 

its distribution shown in Fig. 6, from which an exponential distribution seems to fit the data well.  347 

 348 
Fig. 6. Distribution of the average diameter increment 349 

2.4 Summary Statistics 350 

Table 2 presents the summary statistics of the dependent and independent variables. To 351 

evaluate the accident impacts more accurately, we include other control variables. These 352 

intersection-specific variables (i.e., AADT, V/C ratio and number of lanes) and accident-specific 353 

variables (i.e., truck involvement, fatality, property loss, illumination, and accident type) are in 354 

line with what had been incorporated in the relevant previous studies (Chung and Recker, 2015; 355 

Sun et al., 2016). Before estimating the association measures for accident impacts, correlation tests 356 
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were conducted for each pair of independent variables. Thus, the independent variables in Table 2 357 

are free of multicollinearity risks.   358 
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Table 2 359 

Descriptive statistics for the independent and dependent variables 360 

Variables Min Max Mean S.D. 

Independent variables 

Intersection network feature a 

Betweenness Centrality  0 1 0.229 0.217 

Weighted PageRank  0 1 0.448 0.220 

Hub  0 1 0.216 0.244 

K-shell  0 1 0.498 0.180 

Intersection-specific variables 

AADT (veh./15min)  96 291 217.226 46.228 

V/C ratio (volume/capacity ratio) 0 2.220 0.711 0.083 

Number of lanes  4 27 13.653 3.601 

Accident-specific variables 

Truck involvement  0 1 0.204 0.404 

Fatality  1-Property loss only 

2-Injury and/or fatality 

Property loss level  

(RMB) 

1-0 

2-(0,500] 

3-(501,2000] 

4-(2001,10000] 

5->10000 

Illumination  1-daytime 

2-night with illumination 

3-night without illumination. 

Accident type  1-vehicle crash 

 2-other 

Dependent variables  

Accident delay (minute) 10 115 34 26 

Impact propensity 1 54 15.411 10.010 

Average diameter increment (km) 0.004 0.492 0.313 0.097 

a Network features are scaled to [0,1]. 361 

 362 

3. Statistical Modeling Methods 363 

In this study, accident impacts are measured in two dimensions. Temporally, accident delay is 364 

gauged at intersections in the vicinity of the accident spot. Spatially, 1) the local impact is 365 

measured by the frequency at which each intersection is affected and 2) the network impact of 366 
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each accident is measured by the average diameter increment of the entire network. As these three 367 

dependent variables are subject to different categories (i.e., duration time, count data and positive 368 

real numbers), we apply three distinct statistical models that can exactly capture the nature of the 369 

data to determine the relationship between these dependent variables and the corresponding 370 

network features and other control variables. 371 

3.1 Hazard-based Duration Model 372 

A hazard-based model to study incident duration was first introduced by Jones et al. (1991), 373 

and has then been applied by many researchers (Nam and Mannering, 2000; Chung, 2010; Hojati 374 

et al., 2013). In the literature, the three main hazard-based duration models in wide use are the 375 

semiparametric, parametric and frailty models. These three models are all applied and compared in 376 

terms of their likelihood ratio statistics in our study of accident delay.  377 

The following Cox model, developed by Cox and Oakes (1984), is a semiparametric method 378 

aimed at evaluating the influence of covariates with little or no prior knowledge of the hazard 379 

function (Hou et al., 2014): 380 

݄ሺݐሻ ൌ
௙ሺ௧ሻ

ௌሺ௧ሻ
ൌ lim∆௧→଴

୔୰	ሺ௧ஸ்ஸ௧ା∆௧|்ஹ௧ሻ

∆௧
, 381 

where ݄ሺݐሻ is the hazard rate at which the incident delay will end at time ݐ, given this delay has 382 

lasted for ݐ min, ݂ሺݐሻ is the probability density function of the event duration (i.e., accident 383 

delay) and ܵሺݐሻ ൌ 1 െ ׬ ݂ሺݑሻ݀ݑ
௧
଴  is the survival function that accounts for the probability that 384 

the event will last until ݐ min. Given the hazard function, the Cox proportional hazard model is 385 

described as follows: 386 

݄େሺߣ|ݐሻ ൌ  ሻ, 387ݐ଴ሺ݄ߣ
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where ݄଴ሺݐሻ  represents the unspecified baseline hazard function (hazard function 	݄େሺߣ|ݐሻ 388 

reduces to the baseline hazard function	݄଴ሺݐሻ when all independent variables are equal to zero. In 389 

other words,	݄଴ሺݐሻ is the hazard function in the absence of covariates) and ߣ ൌ expሺെࢄࢼሻ ൐ 0 390 

describes how the hazard response to ݉ covariates of ࢄ ൌ ሺ1, ଵܺ, … , ܺ௠ሻ; ࢼ ൌ ሺߚ଴, ,ଵߚ … ,  ௠ሻ୘ 391ߚ

is a vector of ݉ parameters to be estimated. To evaluate the intersection-level accident delay, the 392 

intersection network features, intersection-specific variables and accident-specific variables are all 393 

included as covariates, among which the network features are the primary concern. 394 

The proportional hazard (PH) model specifies a theoretical ground of the hazard function and 395 

considers the influence of a multiplicative factor derived from independent variables (Breslow, 396 

1975). Four distributions—exponential, Weibull, log-logistic and gamma—are usually chosen to 397 

fit the hazard function. The Weibull hazard function was selected in this study. The assessment of 398 

accident delay data is expressed as follows: 399 

݄୔ୌሺߣ|ݐ, ሻ݌ ൌ  ሻ௣ିଵ, 400ݐߣሺ݌ߣ

where ݌ ൐ 0 is known as the Weibull scale parameter. 401 

A frailty model further introduces a heterogeneity term to evaluate the influence of 402 

unobserved factors that may not be captured by independent variables, and thus outperforms the 403 

original PH model (Chung et al., 2015). The Weibull hazard function with the heterogeneity of 404 

Inverse-Gaussian distributions with unit mean and variance ߠ is given by: 405 

݄୊ሺߣ|ݐ, ,݌ ሻߠ ൌ
ఒ௣ሺఒ௧ሻ೛షభ

ඥଵାଶఏሺఒ௧ሻ೛
, 406 

whose mathematical derivation is available in Appendix A. 407 

Likelihood ratio statistics are calculated to compare the fitness of the above models: 408 
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߯ଶ ൌ െ2ሾܮܮሺ0ሻ െ  ሻሿ, 409ߚሺܮܮ

where ܮܮሺ0ሻ  is the initial log-likelihood, and ܮܮሺߚሻ  is the log-likelihood value at the 410 

convergence of this model. Higher levels of significance for ߯ଶ indicate superior goodness of fit 411 

(Nam and Mannering, 2000). 412 

3.2 Bayesian Negative-binomial CAR Model 413 

 As per the Moran’ I test results, a statistical model that incorporate the spatial correlation 414 

between adjacent intersections is used to evaluate the accident-impact propensity of each 415 

intersection in the road network. The Bayesian Negative-binomial CAR model derives from 416 

simple count data situation. Due to the stochastic nature of the occurrence of events, the 417 

relationship between the number of occurrences and the dependent variable ݕ௜ usually follows 418 

the Poisson distribution:  419 

 ௜ሻ, 420ߣሺ݊݋݅ݏݏ݋ܲ~௜ݕ

where ߣ௜ is the expectation of ݕ௜. 421 

In this study, the dependent variable ݕ௜ refers to the number of times an intersection is 422 

affected by accidents in a year (annual affected times; AATሺ݅ሻ). As 	AATሺ݅ሻ  is subject to 423 

over-dispersion, a Negative-binomial (NB) model (Poch and Mannering, 1996) is applied by 424 

linking the expectation of ݕ௜ to the independent variables with a random error term such that  425 

௜ߣ ൌ expሺߚ଴ ൅ ࢄ୘ࢼ ൅  ௜ሻ, 426ߝ

where ࢼ୘ is the vector of the estimable parameters and expሺߝ௜ሻ follows a gamma distribution. 427 

Covariate ࢄ  in this model includes the intersection network features as well as other 428 
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intersection-specific variables.  429 

According to Wang and Kockelman (2013), Buddhavarapu et al. (2016), Guo et al. (2017), 430 

and Xu et al. (2017), the heterogeneity brought by spatial correlation can be accounted for by 431 

applying a Bayesian conditional autoregressive (CAR) model, in which the random effect term ߶௜ 432 

is involved as follows:  433 

௜ߣ ൌ exp	ሺߚ଴ ൅ ࢄ୘ࢼ ൅ ௜ߝ ൅ ߶௜ሻ, 434 

The effect of spatial correlation among intersections, ߶௜ , has the following conditional 435 

distribution: 436 

߶௜|߶ሺି௜ሻ~ܰ ൬
∑ ௔೔ೕథೕೕ,೔ಯೕ

∑ ௔೔ೕೕ,೔ಯೕ
,

ఛ೎
∑ ௔೔ೕೕ,೔ಯೕ

൰, 437 

where ߶ሺି௜ሻ is the set of all ߶ without ߶௜; ܽ௜௝ is the spatial relationship between ݅ and ݆, 438 

which in our case equals 1 if ݅  and ݆  are adjacent, and 0 otherwise; ߬௖  is the precision 439 

parameter that Wakefield et al. (2000) suggest follows the gamma prior distribution Gamma 440 

(0.5,0.0005). 441 

3.3 Generalized Linear Model 442 

To estimate the overall impact of each accident on network mobility, the average diameter 443 

increment is evaluated by an estimation model with the network features of the accident site as 444 

covariates. As the average diameter increment follows an exponential distribution, as shown in Fig. 445 

6, the Generalized Linear Model (GLM) of the gamma family with a log-linear link function is 446 

implemented to reveal the relationships of the non-negative dependent variable ܻ with the 447 

independent variables ࢄ, which can be expressed as the following form: 448 
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lnሺܻሻ ൌ ଴ߚ ൅ ࢄ୘ࢼ ൅  449 ,ߝ

where the random error term ߝ follow a normal distribution. Covariates vector ࢄ in this model 450 

includes the network features of the intersection that is closest to the accident site as well as other 451 

accident-specific variables.  452 

4. Results and Discussion 453 

4.1 Temporal Impact 454 

Three hazard models (i.e., Cox, PH and frailty models) were developed and estimated using 455 

Stata® software. Table 3 summarizes the parameter estimates of all of the network features and 456 

selected control variables that are statistically significant at 90% confidence level for at least one 457 

of these models. 458 

Table 3  459 

Summary of estimation results of three hazard models for accident delay 460 

Covariate 
Hazard Ratio a (Std. Err.) 

Cox model PH model Frailty model 
Betweenness Centrality 
(BC) 

1.269*  
(0.109) 

1.316***  
(0.122) 

1.535***  
(0.221) 

Weighted PageRank  
(WPR) 

1.028  
(0.144) 

1.053  
(0.148) 

1.023  
(0.222) 

Hub 
  

0.986  
(0.089) 

0.988  
(0.093) 

0.984  
(0.087) 

K-shell 
(KS) 

1.144  
(0.113) 

1.217**  
(0.123) 

1.360**  
(0.206) 

V/C ratio 0.995***  
(0.001) 

0.994***  
(0.001) 

0.989***  
(0.001) 

Number of lanes 0.955**  
(0.022) 

0.922***  
(0.021) 

0.897***  
(0.032) 

Property 
loss 

0 Control 
1-500 1.195  

(0.069) 
1.351*  
(0.216) 

1.577*  
(0.385) 

501-2000 1.181  
(0.197) 

1.309  
(0.219) 

1.532*  
(0.393) 

2001-10000 1.101  
(0.225) 

1.011  
(0.226) 

1.072  
(0.366) 

>10000 1.423  
(0.360) 

1.869**  
(0.474) 

2.317*  
(0.916) 

Heterogeneity term ߠ -- -- 
2.321  
(0.274) 

 ሺ0ሻ -13614 -3056 -2889ܮܮ
 ሻ -13592 -2999 -2807ߚሺܮܮ
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Likelihood ratio statistics 44 114 164 

* p<0.1, ** p<0.05, *** p<0.01. 461 

From Table 3, it can be seen that the frailty model has the highest likelihood ratio statistic 462 

(i.e., ߯ଶ value) and performs better than the semiparametric and parametric models without 463 

heterogeneity. Incorporating the heterogeneity term ߠ, which allows parameters to vary across 464 

observations, enables the exploration of additional significant factors affecting incident delay 465 

(Hojati et al., 2013). Moreover, the coefficient of the inverse-Gaussian heterogeneity term ߠ is 466 

estimated to be 2.321 with a significant likelihood ratio test of ܪ଴:	ߠ ൌ 0 (p-value = 0.000), 467 

which proves its existence. The findings with respect to control variables are in line with our 468 

previous work (Sun et al., 2016). Intuitively, accidents with heavier property loss lead to longer 469 

delay because clearing the debris of such accidents may need more time. Additionally, with more 470 

lanes, the dispersion capacity of an intersection should be stronger, and thus the accident-induced 471 

congestion can be mitigated more easily and faster.  472 

The empirical result indicates that high-BC intersections suffer from significantly longer 473 

accident impact duration, as the accident delay will be 53.5% (1.535 − 1) greater if the BC 474 

increases from the minimum to the maximum accordingly. A high-BC intersection may be more 475 

likely to be considered as an optimal shortcut. Even if an incident occurs nearby, road users may 476 

still choose a high-BC intersection due to the shorter travel distance and no advance warning of 477 

the incident impact.  478 

The estimation results reveal that the KS value of an intersection also has a statistically 479 

significant, yet less influential effect compared with BC, on its accident delay. Accident delay will 480 

be 36% (1.360 − 1) greater if the KS increases from the minimum to the maximum. High-KS 481 

nodes are typically located within the core of the network (i.e., in an urban area), whereas low-KS 482 
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nodes are normally distributed at the periphery (near suburbs). In the city where our dataset was 483 

collected, the urban area usually suffers from heavier traffic and a higher risk of congestion; once 484 

an accident occurs, vehicles at central urban intersections (as Fig. 3(d) shows) must wait longer for 485 

congestion to clear. 486 

4.2 Microscopic Spatial Impact 487 

Bayesian Markov Chain Monte Carlo (MCMC) method is used for the Negative-binomial 488 

CAR model estimation (Zhou et al., 2016). We use WinBUGS® software to run the algorithm. The 489 

posterior distribution of estimators are obtained with three MCMC chains of 30,000 iterations 490 

each, of which the first 5,000 iterations are considered as burn-in periods. Two-tailed tests at the 5% 491 

confidence interval (C.I.) are used to reach significance at outside the areas of the 2.5% and 97.5% 492 

percentiles. To be deemed significant at the 5% level, a variable must exclude zero in its C.I. range. 493 

The posterior results of the parameters for the impact propensity evaluation are listed in Table 4. 494 

Table 4 495 

Results of Bayesian CAR model 496 

Covariate 
Posterior Mean 
(Posterior S.D.) 

(95% C.I.) 

Betweenness Centrality 20.71* 
(9.06) 

(5.09, 40.15) 

Weighted PageRank 33.46* 
(15.11) 

(6.23, 63.58) 

Hub -32.15* 
(5.59) 

(-43.80, -21.29) 

K-shell 2.92 
(7.77) 

(-13.09, 16.46) 

AADT 9.98 
(12.52) 

(-14.41, 32.49) 

Number of lanes -6.66 
(5.68) 

(-17.52, 4.86) 

Intercept -28.44* 
(12.41) 

(-46.99, -1.66) 

*variables are significant at the 5% level, as their C.I. values exclude zero. 497 

We select AADT and the total number of lanes of an intersection as control variables, as it is 498 

reasonable to deduce that higher traffic volume and capacity may lead to a higher accident impact. 499 
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However, estimates show that both AADT and the number of lanes are not significantly related to 500 

the local impact. On the contrary, three network characteristics are found to be significantly 501 

associated with the dependent variable.  502 

With respect to Betweenness Centrality, low-BC intersections in the road network have lower 503 

risks of being affected by traffic accidents than high-BC intersections, perhaps because a low-BC 504 

intersection is less likely to be considered an optimal shortcut and therefore has less chance of 505 

being selected by drivers. Once an accident occurs, road users may still be unwilling to choose a 506 

low-BC intersection as an alternative due to the longer travel distance, which lowers the likelihood 507 

that it will be affected.  508 

Weighted PageRank plays a similar role as BC does. One plausible explanation could be that 509 

as nearby intersections depend on one high-WPR intersection, it merges the traffic flows from 510 

neighbors, as Fig. 3(b) shows. Suppose that an accident causes abnormal flows at four nearby 511 

intersections ( ଵܸ, ଶܸ, ଷܸ, ସܸ), the traffic flows from which will all merge into another point ହܸ; then 512 

ହܸ may suffer from a higher risk of showing an outlier due to the joint probabilities. In other 513 

words,	 ହܸ, as a high-WPR intersection, which may attract much more traffic flow once an accident 514 

occurs nearby, has a higher susceptibility to accident impacts. Moreover, among the three network 515 

features that demonstrate significant effect on AAT, the effect of WPR is considered to be the most 516 

influential, as its estimated coefficient is larger than that of the rest two features.  517 

The association between Hub and AAT is noticeable, as it is the only network feature that 518 

shows a counter-intuitive negative correlation with AAT. According to the information theory, 519 

high-Hub nodes in a network often serve as large directories to authorities, but do not actually 520 

hold authoritative information in themselves. In road networks, high-Hub intersections may direct 521 
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road users to intersections of great importance, thus possess a relatively stronger evacuation ability, 522 

which lowers the risk of being congested. Such result is in accordance with what Fig. 3(c) conveys: 523 

high-Hub intersections distribute distinctively from those important intersections in terms of the 524 

shortest path and connection strength.  525 

4.3 Macroscopic Spatial Impact 526 

 The GLM model is developed and estimated using Stata® software; the results are shown in 527 

Table 5. As the likelihood ratio (LR) statistic is significant, the proposed model has a good fit with 528 

the observations. It is found that almost all of the significant network features of accident site (i.e., 529 

the nearest intersection in this study) are positively associated with the diameter increment caused 530 

by the focal accident. As the diameter characterizes the connectivity of the road network, a larger 531 

 indicates a shorter expected path between any two intersections. Once an accident takes place 532 ܦ

in the urban area, it begins to exert a negative influence on the traffic flow, i.e., it causes delays 533 

and congestion. As a result, the connectivity and mobility of the road network declines.  534 

Table 5 535 

Results of the GLM model 536 

Covariate 
Coef. 
(Std. Err.) 

Betweenness Centrality 
(BC) 

0.867*** 
(0.238) 

Weighted PageRank 
(WPR) 

-0.224 
(0.425) 

Hub score 
1.046*** 
(0.230) 

K-shell 
(KS) 

1.245*** 
(0.285) 

Intercept 
-3.319 
(0.214) 

R-squared 0.459 
Prob. > F <0.000 

* p<0.1, ** p<0.05, *** p<0.01. 537 

These results indicate that if an accident takes place near a high-BC intersection, the overall 538 

road network mobility is highly reduced. Intuitively, this means that within road networks, 539 
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high-BC intersections/nodes are those nodes where the shortest paths between all of the pairs of 540 

nodes gather, and thus they have a huge influence on the network’s connectivity. Once they are 541 

blocked or congested, the overall connectivity of the network is reduced (Wasserman and Faust, 542 

1994; Newman, 2001). 543 

Accident network damage is shown to be positively associated with the Hub because the 544 

removal of high-Hub nodes eliminates the shortest pathways connecting the relevant authorities. 545 

In addition, compared to vehicle crashes, other types of accidents (stationary, off-road, rollover) 546 

lead to less mobility reduction, presumably because of lower road occupancy. 547 

Furthermore, the results also indicate that if an accident occurs at high-KS nodes, the 548 

mobility of the road network is significantly damaged. In addition, as demonstrated by the 549 

absolute value of the estimated coefficient, the effect of KS could be regarded as the most 550 

influential network feature that correlates with the macroscopic spatial impact. In the road network, 551 

an ongoing accident can be considered a single spreading origin, which behaves like an epidemic. 552 

Our results show that the most efficient spreaders are located in the inner core of a network (as Fig. 553 

3(d) shows). There are many pathways that transmit effects to other nodes, thus disabling more 554 

nearby intersections and causing serious mobility problems. Kitsak et al. (2010) present similar 555 

results. 556 

5. Conclusions 557 

 This study investigates how network features are taken into account for the evaluation of 558 

incident impacts on traffic mobility in urban road networks. Geographic information of 69 559 

intersections with their linking roads within an urban road network is used to build up three 560 
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directed graphs with three kinds of weighted edge. Based on these graphs, four network features 561 

(Betweenness Centrality, weighted PageRank, Hub, and K-shell) are measured. The incident 562 

impacts are measured as temporal and spatial impacts by accidents in terms of: one in the time 563 

dimension (accident delay), two in the spatial dimension (local impact propensity as micro spatial 564 

impact and network mobility reduction as macro spatial impact). The main findings on the 565 

association of incident impacts with network features are listed in Table 6. 566 

Table 6 567 

Summary of results (only significant network features are presented) 568 
Network 
features 

Accident 
Delay 

Impact 
propensity 

Mobility
reduction 

Betweenness Centrality (BC) positive positive positive 

Weighted PageRank (WPR) -- positive -- 

Hub -- negative positive 

K-shell (KS) positive -- positive 

 Hazard-based models are harnessed to study how the accident delay at intersections is 569 

affected by the intersection’s network features. The estimation results unravel that intersections 570 

with larger BC or KS values tend to suffer from longer delay. A Negative-binomial Bayesian CAR 571 

model is developed to analyze the intersection-level spatial impact. The results show that the 572 

annual affected times of an intersection are significantly associated with its Betweenness 573 

Centrality, weighted PageRank, and Hub, but are not related to its traffic features. A 574 

gamma-family linear model is utilized to investigate the incident-induced network mobility 575 

reduction. Modeling results reveal that this overall impact is strongly correlated with the K-shell, 576 

Betweenness Centrality, and Hub of the intersection that is closest to the accident site. 577 

The findings shown in Table 6 could yield several managerial implications, as they provide a 578 

particular perspective to evaluate the impact of incidents, especially accidents in this study, on 579 

traffic safety and mobility. As safety issues invariably draw our attention, the analysis and 580 
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prevention of post-incident consequences have become essential for both road administrations and 581 

users. Theoretically, our study contributes to the literature streams by proposing an efficient 582 

framework and proper methods that combine complex network theory with incident impact 583 

evaluation. Managerially, traffic administration could draw upon our idea to conduct more 584 

efficient post-incident resilience enhancing actions in the following ways. First, results in the 585 

paper provide useful insights to evaluate incident-induced consequences and thus take actions 586 

based on the network’s spatial characteristics. For instance, traffic administration should rationally 587 

prevent more traffic from entering high-risk intersections (e.g., high-BC intersections) after an 588 

incident happens to avoid heavier congestion and longer delay; meanwhile, traffic can be guided 589 

to intersections with high Hub. Second, our findings on the impact of incidents on traffic mobility 590 

with regard to network features can also help the traffic administrations to identify those 591 

susceptible intersections within a road network and those accidents that could potentially cause 592 

heavier network damage. Last but not least, for road users, if they are able to acquire timely traffic 593 

status and equitable warnings (e.g., “please detour around, though this is the shortest path, your 594 

passing may worsen the traffic”), they may strategically alter the route. 595 

Our research is subject to the limitation of data availability, that as real distance and accurate 596 

traffic flow distributions at the edges are not accessible, we have to use the calculated distance and 597 

a proxy measure as the edge weight to construct the graph. Future studies may exploit more 598 

fine-grained data to measure network features in a more precise manner, and thus more accurately 599 

understand incident impacts. Also, since the traffic flow data is collected only at the major 600 

intersections, we are not able to model those minor intersections. If flow data at more microscopic 601 

level is available, then the entire road network can be modeled. 602 
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Finally, our work is only a first step. It unravels the importance of studying incident impacts 603 

in the context of network features. By leveraging this new dimension into incident impacts 604 

analysis, we hope to inspire more research into related questions, such as the causal effects of 605 

network features on incident occurrences and other spatiotemporal impacts, and how we can 606 

measure these network features in a more accurate, dynamic manner. We believe that the answers 607 

to these questions will further deepen our understanding of the impact of incidents on urban road 608 

networks. 609 
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Appendix A 732 

For the event duration ܶ that follows Weibull distribution, its probability density function 733 

(pdf) ݂ሺݐሻ ൌ lim∆௧→଴
௉ሺ௧ஸ்ஸ௧ା∆௧ሻ

∆௧
	is given by 734 

୔݂ୌሺߣ|ݐ, ሻ݌ ൌ  ሻ௣ሿ, 735ݐߣሻ௣ିଵexpሾെሺݐߣሺ݌ߣ

where ߣ ൌ expሺߚ଴ ൅ ଵߚ ଵܺ ൅ ⋯൅ ୘ࢼ ,௠ܺ௠ሻ is the covariates influenceߚ ൌ ሺߚ଴, ,ଵߚ … ,  ௠ሻ is 736ߚ

the vector of hazard ratios that has to be estimated, and ݌  is the scale parameter. Its 737 

corresponding survival function has the form: 738 

ܵ୔ୌሺݐሻ ൌ 1 െ ׬ ୔݂ୌሺݑሻ݀ݑ
௧
଴ ,       (a1) 739 

Based on PH model, after the heterogeneity term ߱ is introduced, the unconditional survival 740 

function of the Frailty model could be expressed as:  741 

ܵ୊ሺݐሻ ൌ ׬ ܵ୔ୌሺݐሻఠ ݃ሺ߱ሻ݀߱,                         (a2) 742 

where ݃ሺ߱ሻ	is the pdf for ߱: 743 

݃ሺ߱ሻ ൌ ቀ
ఒ౅ృ
ଶగఠయቁ

ଵ/ଶ
exp ቄ

ିఒ౅ృሺఠିఓሻమ

ଶఓమఠ
ቅ, 744 

where ߤሺߤ ൐ 0ሻ  is the mean and ୍ߣୋሺ୍ߣୋ ൐ 0ሻ  is the shape parameter. For mathematical 745 

tractability, here we set the mean	ߤ ൌ 1 and variance ߠ ൌ
ఓయ

ఒ౅ృ
, thus the pdf of ߱ becomes: 746 

݃ሺ߱ሻ ൌ ቀ
ଵ

ଶగఏఠయቁ
ଵ/ଶ

exp ቄ
ିሺఠିଵሻమ

ଶఠఏ
ቅ,                       (a3) 747 

The survival function of the Frailty model is obtained by substituting Eq. (a3) into Eq. (a2): 748 

ܵ୊ሺݐሻ ൌ exp	ሼ
ଵ

ఏ
ሺ1 െ ሾ1 െ ሻሿݐሼܵሺ	lnߠ2

భ
మሻሽ,     (a4) 749 

Last, by substituting Eq. (a1) into Eq. (a4), and applying ܵሺݐሻ ൌ exp ቀെ׬ ݄ሺݐሻ݀ݐ
௧
଴ ቁ, it leads 750 

to the expression of Weibull hazard function with Inverse-Gaussian heterogeneity: 751 

݄୊ሺߣ|ݐ, ,݌ ሻߠ ൌ
ఒ௣ሺఒ௧ሻ೛షభ

ඥଵାଶఏሺఒ௧ሻ೛
, 752 

as we described in the main text.  753 


