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Abstract

This paper investigates 2D mixed continuous-discrete-time systems
whose coefficients are polynomial functions of an uncertain vector con-
strained into a semialgebraic set. It is shown that a nonconservative
linear matrix inequality (LMI) condition for ensuring robust stability
can be obtained by introducing complex Lyapunov functions depend-
ing polynomially on the uncertain vector and a frequency. Moreover,
it is shown that nonconservative LMI conditions for establishing upper
bounds of the robustH∞ andH2 norms can be obtained by introducing
analogous Lyapunov functions depending rationally on the frequency.
Some numerical examples illustrate the proposed methodology.

Keyword: 2D Systems, Uncertainty, Robust stability, Robust perfor-
mance.

1 Introduction

The study of 2D mixed continuous-discrete-time systems has a long history,
with some early works such as [1,2] introducing basic models, systems theory
and stability properties. Applications of these systems can be found in
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repetitive processes [3], disturbance propagation in vehicle platoons [4], and
irrigation channels [5].

Researchers have investigated several fundamental properties of 2D mixed
continuous-discrete-time systems, in particular stability, for which key con-
tributions include [3,6–9]. Other fundamental properties that have been in-
vestigated in 2D mixed continuous-discrete-time systems are theH∞ andH2

norms, for which the contributions include [10–12] where conditions based
on linear matrix inequalities (LMIs) have been provided. The reader is also
referred to [13,14] for related contributions in other areas of 2D systems.

However, these conditions cannot be used whenever the matrices of the
model are affected by uncertainty. In fact, in such a case, one should re-
peat the existing conditions addressing the uncertainty-free case for all the
admissible values of the uncertainty. Clearly, this is impossible since the
number of values in a continuous set is infinite and one cannot just consider
a finite subset of values such as the vertices in the case this set is a poly-
tope. It should be mentioned that various methods have been proposed in
the literature for stability and performance analysis of 1D systems affected
by uncertainty, such as [15–21].

This paper investigates 2D mixed continuous-discrete-time systems af-
fected by uncertainty. It is supposed that the coefficients of the systems are
polynomial functions of an uncertain vector constrained into a semialgebraic
set. It is shown that an LMI condition for ensuring robust stability can be
obtained by introducing complex Lyapunov functions depending polynomi-
ally on the uncertain vector and a frequency. Moreover, it is shown that LMI
conditions for establishing upper bounds of the robust H∞ and H2 norms
can be obtained by introducing analogous Lyapunov functions depending
rationally on the frequency. These LMI conditions are sufficient for any
chosen degree of the complex Lyapunov functions, and also necessary for a
sufficiently large degree of these functions under some mild assumptions on
the set of admissible uncertainties. The LMI conditions proposed in this pa-
per exploit Putinar’s Positivstellensatz [22], which allows one to investigate
positivity of a polynomial over a semialgebraic set by using polynomials that
can be written as sums of squares of polynomials (SOS). Some numerical
examples illustrate the proposed methodology.

This paper extends the preliminary conference papers [23,24] by showing
that the LMI condition for determining the robust H∞ norm is nonconser-
vative (Theorem 3) and by adding the investigation of the robust H2 norm
(Section 5).

The paper is organized as follows. Section 2 provides the problem for-
mulation and some preliminaries about SOS matrix polynomials. Section 3
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investigates the robust exponential stability. Section 4 addresses the robust
H∞ norm. Section 5 addresses the robust H2 norm. Section 6 presents
some illustrative examples. Section 7 concludes the paper with some final
remarks. Lastly, the appendices report some additional results.

2 Preliminaries

2.1 Problem Formulation

The notation is as follows. The real and complex number sets are denoted
by R and C. The imaginary unit is j. The symbol I denotes the identity
matrix (of size specified by the context). The notations Re(·), Im(·) and | · |
denote the real part, imaginary part and magnitude. The Euclidean norm
and the L2 norm are denoted by ‖ · ‖2 and ‖·‖L2

. The adjoint, determinant,
null space and trace are denoted by adj(·), det(·), ker(·) and trace(·). The
sign is denoted by sgn(·). The notation A⊗B denotes the Kronecker prod-
uct of A and B. The complex conjugate, transpose and complex conjugate
transpose of A are denoted by Ā, AT and AH . We say that a complex ma-
trix A is Hermitian if AH = A. The symbol ⋆ denotes corresponding blocks
in Hermitian matrices. The notations A > 0 and A ≥ 0 denote Hermitian
positive definite and Hermitian positive semidefinite matrix A. The degree
is denoted by deg(·).

Let us consider the 2D mixed continuous-discrete-time system with un-
certainty described by


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








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



















d

dt
xc(t, k) = Acc(p)xc(t, k) +Acd(p)xd(t, k)

+Bc(p)u(t, k)
xd(t, k + 1) = Adc(p)xc(t, k) +Add(p)xd(t, k)

+Bd(p)u(t, k)
y(t, k) = Cc(p)xc(t, k) + Cd(p)xd(t, k)

+D(p)u(t, k)

(1)

where xc ∈ R
nc and xd ∈ R

nd are the continuous and discrete states, the
scalars t, k ∈ R are independent variables, u ∈ R

nu and y ∈ R
ny are the

input and output, p ∈ R
q is a time-invariant uncertain vector, and the

matrices Acc : R
q → R

nc×nc , Acd : Rq → R
nc×nd , Adc : R

q → R
nd×nc , Add :

R
q → R

nd×nd , Bc : Rq → R
nc×nu , Bd : Rq → R

nd×nu , Cc : Rq → R
ny×nc ,

Cd : R
q → R

ny×nd and D : Rq → R
ny×nu are polynomial functions of degree

not greater than dsys.
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It is supposed that p is constrained as

p ∈ P (2)

where P is the semialgebraic set

P = {p ∈ R
q : ai(p) ≥ 0 ∀i = 1 . . . , na} (3)

and ai(p) i = 1, . . . , na, are polynomials. No assumption is introduced on
these polynomials at this stage except that P must be nonempty (further
assumptions will be introduced on these polynomials with Definition 2 in
Section 3, which will be exploited in Theorems 2, 3 and 5). Let us observe
that P can represent a number of sets typically used to model uncertain
systems, for instance:

1) hyper-ellipsoids of the form {p ∈ R
q : pTAp ≤ 1} where A > 0 by

choosing na = 1 and a1(p) = 1− pTAp;

2) hyper-rectangles of the form {p ∈ R
q : pi ∈ [p−i , p

+
i ], i = 1, . . . , q}

where p−i , p
+
i ∈ R, by choosing na = q and ai(p) = (p−i − pi)(pi − p+i );

3) polytopes of the form {p ∈ R
q : vTi p ≤ wi, i = 1, . . . , l} where vi ∈ R

q

and wi ∈ R, by choosing na = l and ai(p) = wi − vTi p.

Extending the classical definition of exponential stability of 2D mixed
continuous-discrete-time systems [25], we say that the system (1)–(3) is ro-
bustly exponentially stable if, for a null input u(t, k), there exist β > 0 and
γ > 0 such that

∥

∥

∥

∥

(

xc(t, k)
xd(t, k)

)∥

∥

∥

∥

2

≤ β̺e−γmin{t,k} (4)

for all t ≥ 0 and k ≥ 0, for all initial conditions xc(0, k) and xd(t, 0), and for
all p ∈ P, where















̺ = max{̺c, ̺d}
̺c = sup

k≥0
‖xc(0, k)‖2

̺d = sup
t≥0

‖xd(t, 0)‖2.
(5)

Problem 1. The first problem addressed in this paper consists of es-
tablishing whether (1)–(3) is robustly exponentially stable. �

Next, let us introduce the robust H∞ norm of (1)–(3) as

γ∗∞ = sup
p∈P

γ∞(p) (6)
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where γ∞(p) is the H∞ norm of (1) for the fixed value p of the uncertainty
given by

γ∞(p) = sup
u: ‖u‖L2

6=0

‖y‖L2

‖u‖L2

(7)

and ‖ · ‖L2
is the L2 norm defined as

‖u‖L2
=

√

√

√

√

∞
∑

k=0

∫ ∞

0
‖u(t, k)‖22dt. (8)

Problem 2. The second problem addressed in this paper consists of
determining the robust H∞ norm of (1)–(3), i.e., γ∗∞. �

Lastly, let us introduce the robust H2 norm of (1)–(3) as

γ∗2 = sup
p∈P

γ2(p) (9)

where γ2(p) is the H2 norm of (1) for the fixed value p of the uncertainty
given by

γ2(p) =

√

√

√

√

nu
∑

l=1

∞
∑

k=0

∫ ∞

0
gT (t, k, l)g(t, k, l)dt (10)

where g(t, k, l) is the impulse response due to a Dirac impulse applied at
k = 0 to the l-th channel, i.e., the solution of y(t, k) for null initial conditions
and u(t, k) given by

u(t, k) =

{

δ(t)b(l) if k = 0
0 otherwise

(11)

where δ(t) is the Dirac impulse and b(l) is the l-th canonical basis vector in
R
nu .

Problem 3. The third problem addressed in this paper consists of de-
termining the robust H2 norm of (1)–(3), i.e., γ∗2 . �

2.2 SOS Matrix Polynomials

Here we briefly introduce some preliminaries about SOS matrix polynomials,
see [26] and references therein for details. For reasons that will become clear
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in the next sections, we consider matrix polynomials in the variables ω ∈ R

and p ∈ R
q.

Let us start by considering a real matrix polynomial J(ω, p) = J(ω, p)T .
This matrix polynomial is said to be SOS if there exist real matrix polyno-
mials Ji(ω, p), i = 1, . . . , l, such that

J(ω, p) =

l
∑

i=1

Ji(ω, p)
TJi(ω, p). (12)

A necessary and sufficient condition for establishing whether J(ω, p) is SOS
can be obtained via an LMI feasibility test. Indeed, J(ω, p) can be expressed
as

J(ω, p) = (b(ω, p)⊗ I)T (K + L(α)) (b(ω, p)⊗ I) (13)

where b(ω, p) is a vector whose entries are monomials in ω and p, K is a
symmetric matrix satisfying

J(ω, p) = (b(ω, p)⊗ I)T K (b(ω, p)⊗ I) , (14)

L(α) is a linear matrix function that parametrizes the linear subspace

L =
{

L = LT : (b(ω, p)⊗ I)T L (b(ω, p)⊗ I) = 0
}

(15)

and α is a free vector. The representation (13) is known as square matrix
representation (SMR) and extends the Gram matrix method for polynomials
to the case of matrix polynomials. One has that J(ω, p) is SOS if and only
if there exists α satisfying the LMI

K + L(α) ≥ 0. (16)

Next, let us consider a complex matrix polynomial J(ω, p) = J(ω, p)H .
We say that this matrix polynomial is SOS if

Φ(J(ω, p)) is SOS (17)

where

Φ(J(ω, p)) =

(

Re(J(ω, p)) Im(J(ω, p))
⋆ Re(J(ω, p))

)

. (18)
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3 Robust Exponential Stability

Let us start by observing that, for the case of 2D mixed continuous-discrete-
time systems without uncertainty, a necessary condition for exponential sta-
bility is that the matrix multiplying xc(t, k) in the expression of d

dt
xc(t, k) is

Hurwitz and the matrix multiplying xd(t, k) in the expression of xd(t, k+1)
is Schur. In particular, we say that M ∈ C

n×n is Hurwitz if

Re (λi(M)) < 0 ∀i = 1, . . . , n (19)

and we say that M ∈ C
n×n is Schur if

|λi(M)| < 1 ∀i = 1, . . . , n. (20)

This means that, without loss of generality, we can introduce the following
assumption.

Assumption 1. For all p ∈ P, Acc(p) is Hurwitz and Add(p) is Schur. �

This assumption can be checked in various ways. One of these is the sim-
plification of the results proposed in this section to the case of 1D systems,
which has been reported in Corollary 1 in Appendix 1. Another way consists
of adopting existing methods such as those mentioned in the introduction.

Let us denote with Xd(s, k) the Laplace transform of xd(t, k), where
s ∈ C. For null initial conditions and null input, one has from (1) that

Xd(s, k + 1) = F1(s, p)Xd(s, k) (21)

where
F1(s, p) = Adc(p)(sI −Acc(p))

−1Acd(p) +Add(p). (22)

Let us express F1(s, p) as

F1(s, p) =
G1(s, p)

g(s, p)
(23)

where G1(s, p) is a real matrix polynomial, and

g(s, p) = det(sI −Acc(p)). (24)

The following result provides a necessary and sufficient condition for ro-
bust exponential stability based on the eigenvalues of F1(s, p), and is a direct
extension of the same result for the case of 2D mixed continuous-discrete-
time systems without uncertainty reported in [3] and references therein.
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Lemma 1 The system (1)–(3) is robustly exponentially stable if and only if

|λi(F1(jω, p))| < 1 ∀i = 1, . . . , nd ∀ω ∈ R ∀p ∈ P. (25)

This lemma can be exploited to derive a condition for robust exponential
stability of the system (1)–(3) through the use of suitable Lyapunov func-
tion candidates. To this end, let us introduce the following definition, which
extends the concepts of even and odd complex matrix functions introduced
in [12] to the case of two variables.

Definition 1. For a complex matrix function M(ω, p), we say that
M(ω, p) is even in ω if

M(−ω, p) =M(ω, p) ∀ω ∈ R ∀p ∈ R
q (26)

and we say that M(ω, p) is odd in ω if

M(−ω, p) = −M(ω, p) ∀ω ∈ R ∀p ∈ R
q. (27)

�

Based on Definition 1, let us define

Meven = {M(ω, p) : M(ω, p) is a Hermitian matrix
polynomial in ω and p, even in ω}.

(28)

The following result provides a condition for robust exponential stabil-
ity of (1)–(3) based on the existence of a complex Lyapunov function with
polynomial dependence on ω and p.

Theorem 1 The system (1)–(3) is robustly exponentially stable if there ex-
ist ζ > 0 and V (ω, p) ∈ Meven such that

∀ω ∈ R ∀p ∈ P

{

0 ≤ V (ω, p)− ζI

0 ≤ W (ω, p)− ζ |g(jω, p)|2 I
(29)

where
W (ω, p) = |g(jω, p)|2 V (ω, p)

−G1(jω, p)
HV (ω, p)G1(jω, p).

(30)
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Moreover, if P is compact, this condition is not only sufficient but also
necessary, and the degree of V (ω, p) can be chosen not greater than 2dsta
where

dsta = max{ncn
2
d, dsys((nc + 1)n2d − 1)}. (31)

Proof. “⇐” Suppose that (29) holds. From Assumption 1 it follows that

g(jω, p) 6= 0 ∀ω ∈ R ∀p ∈ P

which implies

∀ω ∈ R ∀p ∈ P







0 ≤ V (ω, p)− ζI
0 ≤ V (ω, p)− ζI

−F1(jω, p)
HV (ω, p)F1(jω, p)

and, hence, (25) holds. Consequently, from Lemma 1 we conclude that
(1)–(3) is robustly exponentially stable.

“⇒” Suppose that (1)–(3) is robustly exponentially stable and that P is
compact. From Lemma 1 one has that (25) holds. From Assumption 1 and
from the fact that G1(jω, p) and g(jω, p) are even in ω, it follows that the
Lyapunov equation

{

Ṽ (ω, p)− F1(jω, p)
H Ṽ (ω, p)F1(jω, p) = I

p ∈ P

has a unique solution Ṽ (ω, p) which satisfies

{

Ṽ (ω, p) ≥ ε1 ∀ω ∈ R ∀p ∈ P
Ṽ (ω, p) is even in ω

for some ε1 > 0. This Lyapunov equation can be rewritten as

E(ω, p)ṽ(ω, p) = f

where ṽ(ω, p) and f are n2d × 1 real vector functions that gather the real
and imaginary parts of the entries of Ṽ (ω, p) and I in their upper triangular
parts, and E(ω, p) is a n2d × n2d real matrix function. Due to Assumption 1
and since the solution of the introduced Lyapunov equation is unique, one
has

|det(E(ω, p))| ≥ ε2 ∀ω ∈ R ∀p ∈ P
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for some ε2 > 0. Hence,

ṽ(ω, p) = E(ω, p)−1f.

Let us observe that E(ω, p) can be written as

E(ω, p) =
Enum(ω, p)

|g(jω, p)|2

where Enum(ω, p) is a real matrix polynomial. Since |g(jω, p)|2 is a real
polynomial of degree not greater than 2dg where

dg = ncmax{1, dsys},

it follows that Enum(ω, p) is a real matrix polynomial of degree not greater
than 2dE where

dE = max{nc, dsys(nc + 1)}.

Taking into account Assumption 1, it follows that

|det(Enum(ω, p))| ≥ ε3 ∀ω ∈ R ∀p ∈ P

for some ε3 > 0. Hence, the inverse of E(ω, p) is

E(ω, p)−1 = |g(jω, p)|2
adj(Enum(ω, p))

det(Enum(ω, p))

where adj(Enum(ω, p)) is a real matrix polynomial of degree not greater than
2dE(n

2
d − 1) and det(Enum(ω, p)) is a real polynomial of degree not greater

than 2dEn
2
d. Hence,

ṽ(ω, p) = |g(jω, p)|2
adj(Enum(ω, p))

det(Enum(ω, p))
f

=
ṽnum(ω, p)

det(EN (ω, p))

where ṽnum(ω, p) is a real vector polynomial of degree not greater than 2dsta.
Next, let us define

c(ω, p) = sgn(det(Enum(ω0, p0))) det(Enum(ω, p))

where ω0 ∈ R and p0 ∈ P are arbitrary values. Since Enum(ω, p) is a real
matrix polynomial, one has

c(ω, p) ≥ ε4 ∀ω ∈ R ∀p ∈ P
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for some ε4 > 0. Let us define

V (ω, p) = c(ω, p)Ṽ (ω, p).

Due to Assumption 1, it follows that

∀ω ∈ R ∀p ∈ P















0 ≤ V (ω, p)− ε1ε4I

0 = |g(jω, p)|2 V (ω, p)
−G(jω, p)HV (ω, p)G(jω, p)

−c(ω, p) |g(jω, p)|2 I.

Moreover, V (ω, p) is even in ω because c(ω, p) and Ṽ (ω, p) are. Hence, (29)
holds with V (ω, p) ∈ Meven whose degree is not greater than 2dsta, and ζ
given by

ζ = min{ε1ε4, ε4} > 0.

�

Theorem 1 provides a sufficient condition for robust exponential stability
of (1)–(3) based on the existence of ζ > 0 and V (ω, p) ∈ Meven satisfying
(29). The complex matrix polynomial V (ω, p) defines a complex Lyapunov
function with polynomial dependence on ω and p. Moreover, Theorem 1 also
states that this condition is not only sufficient but also necessary whenever
P is compact, and provides an upper bound on the degree of V (ω, p).

Hereafter we will show how the condition provided by Theorem 1 can
be checked with an LMI feasibility test. Before presenting this result, let us
introduce the following definition.

Definition 2. We say that the set P in (3) is strongly compact if P
is compact and the polynomials ai(p), i = 1, . . . , na, have even degree with
their highest degree homogeneous parts having no common zeros except 0. �

The above definition introduces the notion of strongly compact sets,
which will be exploited in some of the results proposed in this paper (specif-
ically, Theorems 2, 3 and 5) in order to provide conditions that are not only
sufficient but also necessary.

Theorem 2 The system (1)–(3) is robustly exponentially stable if there ex-
ist ζ > 0 and V (ω, p), Ti(ω, p), Ui(ω, p) ∈ Meven, i = 1, . . . , na, satisfying
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the LMI condition

X(ω, p)
Y (ω, p)

Ti(ω, p) ∀i = 1, . . . , na
Ui(ω, p) ∀i = 1, . . . , na















are SOS (32)

where


































X(ω, p) = V (ω, p)− ζI −
na
∑

i=1

ai(p)Ti(ω, p)

Y (ω, p) = W (ω, p)− ζ |g(jω, p)|2 I

−
na
∑

i=1

ai(p)Ui(ω, p).

(33)

Moreover, if P is strongly compact, this condition is not only sufficient but
also necessary for (1)–(3) to be robustly exponentially stable.

Proof. “⇐” Suppose that (32) holds. From the definition of SOS matrix
polynomials in Section 2.2, the first constraint in (32) implies that

X(ω, p) ≥ 0 ∀ω ∈ R ∀p ∈ R
q.

Similarly, one obtains that Y (ω, p), Ti(ω, p) and Ui(ω, p) are positive semidef-
inite for all ω ∈ R for all p ∈ R

q. Next, let ω0 ∈ R and p0 ∈ P be arbitrary
values. The positive semidefiniteness of X(ω, p) and Ti(ω, p) implies that

0 ≤ X(ω0, p0)

= V (ω0, p0)− ζI −
na
∑

i=1

ai(p0)Ti(ω0, p0)

≤ V (ω0, p0)− ζI

since ai(p0) ≥ 0. This means that V (ω, p) − ζI ≥ 0 for all ω ∈ R for
all p ∈ R

q. Analogously, one proves that W (ω, p) − ζ |g(jω, p)|2 I ≥ 0
for all ω ∈ R for all p ∈ R

q. Hence, (29) holds. Lastly, ζ is positive,
and therefore we can conclude from Theorem 1 that (1)–(3) is robustly
exponentially stable.

“⇒” Suppose that (1)–(3) is robustly exponentially stable and that P
is strongly compact. From Theorem 1 it follows that there exist ζ > 0 and
V (ω, p) ∈ Meven of degree not greater than 2dsta such that (29) holds. Let
us consider the first constraint in (29). This is equivalent to

Φ (V (ω, p))− ζI ≥ 0 ∀ω ∈ R ∀p ∈ P.
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Let us introduce the parameterized SMR of Φ (V (ω, p)) with respect to p as
(see Section 2.2 about the SMR)

Φ (V (ω, p)) =
(

b̃(ω)⊗ I
)T (

K̃(p) + L̃(α̃(p))
)

·
(

b̃(ω)⊗ I
)

where b̃(ω) is a vector whose entries are the monomials in ω of degree less
than or equal to dsta, and K̃(p) + L̃(α̃(p)) is a symmetric matrix function.
In particular, K̃(p) is a symmetric matrix polynomial of degree not greater
than 2dsta, and L̃(α̃(p)) is a linear matrix function of α̃(p), which is an
arbitrary vector function of suitable size. Since ω is a scalar, the condition
Φ (V (ω, p))−ζI ≥ 0 for all ω ∈ R for all p ∈ R

q is equivalent to the existence
of ζ̃ > 0 and a real vector function α̃(p) such that (see for instance [26])

K̃(p) + L̃(α̃(p))− ζ̃I ≥ 0 ∀p ∈ P.

Since Φ (V (ω, p)) is continuous with respect to p and P is compact, there
exists ζ̂ > 0 and a real vector polynomial α̂(p) such that

K̃(p) + L̃(α̂(p))− ζ̂I ≥ 0 ∀p ∈ P.

Since P is strongly compact, it follows from Putinar’s Positivstellensatz [22]
that there exist ζ̌ > 0 and SOS real matrix polynomials T̃i(p), i = 1, . . . , na,
such that

X̃(p) = K̃(p) + L̃(α̂(p))− ζ̌I −
na
∑

i=1

ai(p)T̃i(p)

is SOS. Hence,

X̂(ω, p) =
(

b̃(ω)⊗ I
)T

X̃(p)
(

b̃(ω)⊗ I
)

is SOS. Since the SOS real matrix polynomials T̃i(p) can be chosen with
the same block structure of K̃(p) introduced by the function Φ(·), and since
V (ω, p) is even in ω, one has that

X̂(ω, p) = Φ

(

V (ω, p)− ζ̌I −
na
∑

i=1

ai(p)Ti(ω, p)

)

where each Ti(ω, p) is even in ω and SOS. Hence, the first and the third
constraints in (32) hold with ζ replaced by ζ̌. Similarly, one proves that also
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the second and the fourth constraints in (32) hold. �

Theorem 2 provides a condition based on SOS matrix polynomials for
establishing the robust exponential stability of (1)–(3). Since establishing
whether a complex matrix polynomials is SOS is equivalent to an LMI as
explained in Section 2.2, and since X(ω, p) and Y (ω, p) are affine linear
matrix functions of the decision variables ζ, V (ω, p), Ti(ω, p) and Ui(ω, p),
it follows that the condition (32) amounts to solving an LMI feasibility test.
This conversion can be done by using existing software such as [27].

The LMI condition provided by Theorem 2 is sufficient for any chosen de-
grees of V (ω, p), Ti(ω, p) and Ui(ω, p), and it is also necessary for sufficiently
large degrees under the assumption that P is strongly compact.

A simple way to choose the degrees of V (ω, p), Ti(ω, p) and Ui(ω, p) is the
following. First, one arbitrarily chooses the degree of V (ω, p), which defines
the candidate complex Lyapunov function. Let us denote this degree as 2d,
where d is a nonnegative integer. Then, one chooses the degrees of Ti(ω, p)
and Ui(ω, p) as the largest degrees for which X(ω, p) and Y (ω, p) have their
minimum degrees. We denote the sets of V (ω, p), Ti(ω, p) and Ui(ω, p) in
Meven with degrees bounded as just described as VT U(2d).

In order to quantify the feasibility of (32), let us introduce the index

ζ∗ = sup
ζ∈R

(V (ω,p),Ti(ω,p),Ui(ω,p))∈VT U(2d)

ζ

s.t.

{

(32) holds
trace(V (ω0, p0)) = 1

(34)

where ω0 ∈ R and p0 ∈ P are arbitrarily chosen values. Let us observe
that the condition trace(V (ω0, p0)) = 1 can be introduced without loss of
generality since V (ω, p) and ζ are defined up to a positive scale factor in the
LMI condition provided by Theorem 2. The index ζ∗ quantifies feasibility
of the condition provided by Theorem 2, in particular

(32) holds ⇐⇒ ζ∗ > 0. (35)

Consequently, one has that

(1)–(3) is robustly exponentially stable
m

∃d : ζ∗ > 0.
(36)

The optimization problem (34), which amounts to minimizing a linear func-
tion subject to SOS constraints and linear equations, is a convex optimiza-
tion problem, in particular a semidefinite program (SDP).
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4 Robust H∞ Norm

Let us denote with UL(s, k) and YL(s, k) the Laplace transforms of u(t, k)
and y(t, k), where s ∈ C. Let us denote with ULZ(s, z) and YLZ(s, z) the
Z-transforms of UL(s, k) and YL(s, k), where z ∈ C. The transfer function
from u(t, k) and y(t, k) is denoted by F (s, z, p) and satisfies

YLZ(s, z) = F (s, z, p)ULZ(s, z). (37)

Standard manipulations show that

F (s, z, p) = F3(s, p) (zI − F1(s, p))
−1 F2(s, p) + F4(s, p) (38)

where F1(s, p) is given by (22) and







F2(s, p) = Adc(p)(sI −Acc(p))
−1Bc(p) +Bd(p)

F3(s, p) = Cc(p)(sI −Acc(p))
−1Acd(p) + Cd(p)

F4(s, p) = Cc(p)(sI −Acc(p))
−1Bc(p) +D(p).

(39)

We express Fi(s, p), i = 1, . . . , 4, as

Fi(s, p) =
Gi(s, p)

g(s, p)
(40)

where Gi(s, p), i = 1, . . . , 4, are real matrix polynomials, and g(s, p) is given
by (24).

The quantity γ∞(p) in (7) can be written as

γ∞(p) = ‖F (·, ·, p)‖LZ−H∞
(41)

where ‖F (·, ·, p)‖LZ−H∞
is the Laplace-Z H∞ norm of F (s, z, p) defined as

‖F (·, ·, p)‖LZ−H∞
= sup

ω∈R
θ∈[−π,π]

∥

∥

∥
F (jω, ejθ, p)

∥

∥

∥

2
. (42)

Hence, it follows that

γ∞(p) = sup
ω∈R

‖F (jω, ·, p)‖Z−H∞
(43)

where ‖F (jω, ·, p)‖Z−H∞
is the Z H∞ norm of F (jω, z, p) defined as

‖F (jω, ·, p)‖Z−H∞
= sup

θ∈[−π,π]

∥

∥

∥F (jω, ejθ, p)
∥

∥

∥

2
. (44)
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Let us introduce the Lyapunov function candidate

Vrat(ω, p) =
V (ω, p)

v(ω)
(45)

where
{

V (ω, p) ∈ Meven

deg(V (ω, p) ≤ 2d
(46)

for a nonnegative integer d, and

v(ω) = (1 + ω2)d. (47)

Define

Q(ω, p) =

(

q1(ω, p) q2(ω, p)
⋆ q3(ω, p)

)

(48)

where


















































q1(ω, p) = |g(jω, p)|2 V (ω, p)
−G1(jω, p)V (ω, p)G1(jω, p)

H

−v(ω)G2(jω, p)G2(jω, p)
H

q2(ω, p) = −G1(jω, p)V (ω, p)G3(jω, p)
H

−v(ω)G2(jω, p)G4(jω, p)
H

q3(ω, p) = ξv(ω) |g(jω, p)|2 I
−G3(jω, p)V (ω, p)G3(jω, p)

H

−v(ω)G4(jω, p)G4(jω, p)
H

(49)

and ξ ∈ R. Since V (ω, p), Gi(jω, p) and g(jω, p) are even in ω, it follows
that also Q(ω, p) is even in ω.

The following result provides an upper bound on the robust H∞ norm
of (1)–(3) via an LMI feasibility test.

Theorem 3 Let ξ > 0. One has

√

ξ > γ∗∞ (50)

if there exist ζ > 0 and V (ω, p), Ti(ω, p), Ui(ω, p) ∈ Meven, i = 1, . . . , na,
with deg(V (ω, p)) ≤ 2d satisfying the LMI condition

X(ω, p)
Y∞(ω, p)

Ti(ω, p) ∀i = 1, . . . , na
Ui(ω, p) ∀i = 1, . . . , na















are SOS (51)
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where X(ω, p) is as in (33) and

Y∞(ω, p) = Q(ω, p)−
na
∑

i=1

ai(p)Ui(ω, p)

−ζv(ω) |g(jω, p)|2 I.

(52)

Moreover, if P is strongly compact, this condition is not only sufficient but
also necessary for (50) by using a sufficiently large d.

Proof. “⇐” Suppose that (51) holds. It follows that

∀ω ∈ R ∀p ∈ R
q















0 ≤ X(ω, p)
0 ≤ Y∞(ω, p)
0 ≤ Ti(ω, p) ∀i = 1, . . . , na
0 ≤ Ui(ω, p) ∀i = 1, . . . , na.

This implies that

Q(ω, p) ≥ ζv(ω) |g(jω, p)|2 I ∀ω ∈ R ∀p ∈ P.

Let us observe that

Q(ω, p) = v(ω) |g(jω, p)|2 Q̃(ω, p)

where Q̃(ω, p) is obtained from Q(ω, p) replacing q1(ω, p), q2(ω, p), q3(ω, p)
with q̃1(ω, p), q̃2(ω, p), q̃3(ω, p) given by







































q̃1(ω, p) = Vrat(ω, p)
−F1(jω, p)Vrat(ω, p)F1(jω, p)

H

−F2(jω, p)F2(jω, p)
H

q̃2(ω, p) = −F1(jω, p)Vrat(ω, p)F3(jω, p)
H

−F2(jω, p)F4(jω, p)
H

q̃3(ω, p) = ξI − F3(jω, p)Vrat(ω, p)F3(jω, p)
H

−F4(jω, p)F4(jω, p)
H .

Since Assumption 1 implies that there exists ε1 > 0 such that

|g(jω, p)| ≥ ε1 ∀ω ∈ R ∀p ∈ R
q,

and since
v(ω) ≥ 1 ∀ω ∈ R,

one can write
Q̃(ω, p) ≥ ζI ∀ω ∈ R ∀p ∈ P.

17



Similarly, one has the same result for Vrat(ω, p), and from the bounded real
lemma and Schur complement it follows that

√

ξ > ‖F (jω, ·, p)‖Z−H∞
∀ω ∈ R ∀p ∈ P.

From (6) and (43), this implies that (50) holds.
“⇒” Suppose that (50) holds and that P is strongly compact. This

implies that there exist ζ̃ > 0 and a Hermitian matrix function Ṽ (ω, p) even
in ω such that

∀ω ∈ R ∀p ∈ R
q

{

0 ≤ Ṽ (ω, p)− ζ̃I

0 ≤ Q̃(ω, p)− ζ̃I

where Q̃(ω, p) is obtained as in the first part of the proof by replacing
Vrat(ω, p) with Ṽ (ω, p). The limit as ω tends to ∞ of Ṽ (ω, p) does exist, i.e.,

lim
ω→∞

Ṽ (ω, p) = Ṽ∞(p)

for some symmetric matrix function Ṽ∞(p). Let us define

Ṽ0(ω, p) = Re(Ṽ (ω, p)).

Since Ṽ (ω, p) is an Hermitian matrix function even in ω, it follows that
Ṽ0(ω, p) can be rewritten as

Ṽ0(ω, p) = Ṽ1(ω
2, p)

where Ṽ1(ω, p) is a symmetric matrix function. Let us define














m1(ψ) =
ψ

1− ψ

m2(ω) =
ω2

1 + ω2

and
Ṽ2(ψ, p) = Ṽ1(m1(ψ), p).

It follows that

∀ω ∈ R ∀p ∈ R
q ∃ψ = m2(ω) ∈ [0, 1) :

Ṽ1(ω
2, p) = Ṽ2(ψ, p).

Since Ṽ2(ψ, p) is continuous and

lim
ψ→1

Ṽ2(ψ, p) = Ṽ∞(p),
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it follows that Ṽ2(ψ, p) can be approximated arbitrarily well over [0, 1] by a
symmetric matrix polynomial Ṽ3(ψ, p). Hence, let us define

Ṽ4(ω, p) = Ṽ3(m2(ω), p).

It follows that Ṽ4(ω, p) is a symmetric rational function that approximates
arbitrarily well the continuous function Ṽ0(ω, p). Moreover, since Ṽ4(ω, p) is
even in ω, it follows that Ṽ4(ω, p) has the form

Ṽ4(ω, p) =
Ṽ5(ω, p)

v(ω)

where v(ω) is as in (47), and Ṽ5(ω, p) is a symmetric matrix polynomial of
degree 2d even in ω.

Next, let us define

Ṽ6(ω, p) = Im(Ṽ (ω, p)).

It follows that Ṽ6(ω, p) can be rewritten as

Ṽ6(ω, p) = ωṼ7(ω
2, p)

where Ṽ7(ω, p) is a skew-symmetric matrix function. One has that Ṽ7(m1(ψ), p)
can be approximated arbitrarily well by a skew-symmetric matrix polyno-
mial Ṽ8(ψ, p) over [0, 1], and hence

Ṽ9(ω, p) = jωṼ8(m2(ω), p)

is a skew-symmetric rational function that approximates arbitrarily well
Ṽ6(ω, p). In particular,

Ṽ9(ω, p) =
Ṽ10(ω, p)

v(ω)

where Ṽ10(ω, p) is a skew-symmetric matrix polynomial of degree 2d such
that jṼ10(ω, p) is even in ω.

Lastly, let us define Vrat(ω, p) as in (45) with V (ω, p) given by

V (ω, p) = Ṽ5(ω, p) + jṼ10(ω, p)

and let Q̃(ω, p) be defined as in the first part of the proof with such a
Vrat(ω, p). Due to the continuity of Q̃(ω, p) with respect to Vrat(ω, p), it
follows that the degree 2d can be chosen such that Vrat(ω, p) ≥ ζ̃I and
Q̃(ω, p) ≥ ζ̃I for all ω ∈ R for all p ∈ P for some ζ̃ > 0. This implies that
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V (ω, p) ≥ ζ̃v(ω)I and Q(ω, p) ≥ ζ̃v(ω) |g(jω)|2 I for all ω ∈ R for all p ∈ P.
Proceeding as in the second part of Theorem 2, we conclude that there exist
ζ > 0 and Ti(ω, p), Ui(ω, p) ∈ Meven such that (51) hold. �

Theorem 3 provides an LMI condition for establishing upper bounds on
γ∗∞. Let us observe that Vrat(ω, p) in (45) defines a complex Lyapunov func-
tion candidate with rational dependence in ω and polynomial dependence
in p.

The LMI condition provided by Theorem 3 is sufficient for any chosen de-
grees of V (ω, p), Ti(ω, p) and Ui(ω, p), and it is also necessary for sufficiently
large degrees under the assumption that P is strongly compact.

The degrees of V (ω, p), Ti(ω, p) and Ui(ω, p) in Theorem 3 can be chosen
analogously to what done for Theorem 2. In particular, we denote with
VT U∞(2d) the set VT U(2d) analogously obtained for Theorem 3.

Let us observe that the complex Lyapunov function candidate introduced
in (45) might not be the only one able to provide a necessary and sufficient
condition in Theorem 3. Indeed, it is possible that the denominator v(ω) can
be defined differently from (47), provided that v(ω) is a positive polynomial
of degree 2d.

Let us define

γ̂∞ =

√

ξ̂ (53)

where ξ̂ is the solution of the SDP

ξ̂ = inf
ξ,ζ>0

(V (ω,p),Ti(ω,p),Ui(ω,p))∈VT U∞(2d)

ξ

s.t. (51) holds.

(54)

It follows that
γ̂∞ ≥ γ∗∞. (55)

Once that the upper bound γ̂∞ has been obtained, a question arises: is
this upper bound tight? The following result answers this question.

Theorem 4 Suppose that γ̂∞ <∞. Then,

γ̂∞ = γ∗∞ (56)

if at least one of the following two sub-conditions holds:
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1) there exists ω̂ ∈ R and p̂ ∈ P such that

‖F (jω̂, ·, p̂)‖Z−H∞
= γ̂∞ (57)

and
det
(

Ŷ∞(ω̂, p̂)
)

= 0 (58)

where Ŷ∞(ω, p) is Y∞(ω, p) evaluated for the optimal values of the
decision variables in (51);

2) there exists p̂ ∈ P such that

lim
ω→∞

‖F (jω, ·, p̂)‖Z−H∞
= γ̂∞. (59)

Moreover, if P is compact, this condition is not only sufficient but also
necessary.

Proof. “⇐” Suppose that (57)–(58) or (59) holds. Then, it follows that
γ̂∞ ≤ γ∗∞ since γ∗∞ is the supremum of ‖F (jω, ·, p)‖Z−H∞

for ω ∈ R and
p ∈ P, while Theorem 3 guarantees that γ̂∞ ≥ γ∗∞. Therefore, (56) holds.

“⇒” Suppose that (56) holds and that P is compact. There are two
possibilities. The first is that there exist ω̂ ∈ R and p̂ ∈ P such that

γ∗∞ = ‖F (jω̂, ·, p̂)‖Z−H∞
.

It follows that (58) holds. In fact, supposing for contradiction that (58) does
not hold, from the fact that Φ(S(ω, p)) is SOS it would follow that

Φ
(

Ŷ∞(ω̂, p̂)
)

> 0,

hence implying that (51) holds with ξ < ξ̂, which is impossible for definition
of ξ̂. The second possibility is that there exists p̂ ∈ P such that (59) holds. �

Theorem 4 provides a necessary and sufficient condition for establishing
whether the found upper bound γ̂∞ is tight. This condition consists of two
sub-conditions.

1) In order to check the first sub-condition, one determines the pairs
(ω̂, p̂) that satisfy (58). This can be done as follows. Since Ŷ∞(ω, p) is
a SOS matrix polynomial, from Section 2.2 one can write

Ŷ∞(ω, p) = (b(ω, p)⊗ I)T K1 (b(ω, p)⊗ I) (60)
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where K1 is a symmetric positive semidefinite matrix. Hence, (58)
holds if and only if

(b(ω̂, p̂)⊗ I) ∈ ker(K1). (61)

The search for the pairs (ω̂, p̂) that satisfy the above condition can be
addressed by pivoting operations that reduce the problem to finding
the roots of a polynomial in a single variable, see [28] for details. Once
that these pairs have been found, one trivially checks whether (57)
holds for any of them.

2) In order to check the second sub-condition of Theorem 4, one can adopt
a strategy similar to the one just described in this section by computing
the robust H∞ norm of the system described by F1(s, p), . . . , F4(s, p)
for s that tends to ∞, see Appendix 2.

5 Robust H2 Norm

The quantity γ2(p) in (10) can be written as

γ2(p) = ‖F (·, ·, p)‖LZ−H2
(62)

where ‖F (·, ·, p)‖LZ−H2
is the Laplace-Z H2 norm of F (s, z, p) defined as

‖F (·, ·, p)‖LZ−H2
=

1

2π

√

∫ ∞

−∞

∫ π

−π
trace (F (jω, ejθ, p)HF (jω, ejθ, p)) dθdω.

(63)

Hence, it follows that

γ2(p) =

√

1

2π

∫ ∞

−∞
‖F (jω, ·, p)‖2Z−H2

dω (64)

where ‖F (jω, ·, p)‖Z−H2
is the Z H2 norm of F (jω, ·, p) defined as

‖F (jω, ·, p)‖Z−H2
=

√

1

2π

∫ π

−π
trace (F (jω, ejθ, p)HF (jω, ejθ, p)) dθ.

(65)

Therefore, a necessary condition for γ2(p) to be finite is

lim
ω→∞

F (jω, ejθ, p) = 0. (66)
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The idea to construct upper bounds on γ2 is to make use of the Lyapunov
function candidate defined by

Vrat(ω, p) =
V (ω, p)

v(ω)
(67)

where
{

V (ω, p) ∈ Meven

deg(V (ω, p) ≤ 2d− 2
(68)

for a positive integer d, and v(ω) is given by (47). Let us define

R(ω, p) = |g(jω, p)|2 V (ω, p)− v(ω)G2(ω, p)G2(ω, p)
H

−G1(ω, p)V (ω, p)G1(ω, p)
H .

(69)

The following result provides an upper bound on the H2 norm of the
system (1) via an LMI feasibility test.

Theorem 5 One has
√

ξ > γ2 (70)

if there exist ζ > 0, V (ω, p), Ti(ω, p), Ui(ω, p) ∈ Meven, and polynomials
ui(p), i = 1, . . . , na, with deg(V (ω, p)) ≤ 2d−2 satisfying the LMI condition

X(ω, p)
Y2(ω, p)
y2(p)

Ti(ω, p) ∀i = 1, . . . , na
Ui(ω, p) ∀i = 1, . . . , na
ui(p) ∀i = 1, . . . , na































are SOS (71)

where X(ω, p) is as in (33) and



































Y2(ω, p) = R(ω, p)−
na
∑

i=1

ai(p)Ui(ω, p)

−ζv(ω) |g(jω, p)|2 I

y2(p) = ξ − ψ(p)−
na
∑

i=1

ai(p)ui(p)

(72)

where

ψ(p) =
1

2π

∫ ∞

−∞
φ(ω, p)dω (73)

23



and
φ(ω, p) = trace

(

F3(ω, p)Vrat(ω, p)F3(ω, p)
H

+F4(ω, p)F4(ω, p)
H
)

.
(74)

Moreover, if P is strongly compact, this condition is not only sufficient but
also necessary for (70) by using a sufficiently large d.

Proof. “⇐” Suppose that (71) holds. It follows that

R(ω, p) ≥ ζv(ω) |g(jω, p)|2 I ∀ω ∈ R ∀p ∈ P.

Let us observe that

R(ω, p) = v(ω) |g(jω, p)|2 R̃(ω, p)

where
R̃(ω, p) = Vrat(ω, p)− F2(ω, p)F2(ω, p)

H

−F1(ω, p)Vrat(ω, p)F1(ω, p)
H .

Analogously to the proof of Theorem 3, it follows that

R̃(ω, p) ≥ ζI ∀ω ∈ R ∀p ∈ P.

Similarly, one has the same result for Vrat(ω, p), hence implying that

φ(ω, p) > ‖F (jω, ·, p)‖2Z−H2
∀ω ∈ R ∀p ∈ P.

Since
ξ ≥ ψ(p) ∀p ∈ P,

it follows that

ξ >

√

1

2π

∫ ∞

−∞
‖F (jω, ·, p)‖2Z−H2

dω ∀p ∈ P,

that is, (70).
“⇒” Suppose that (70) holds and that P is strongly compact. Reverting

the first part of the proof, and proceeding as in the second part of the proof
of Theorem 3, one shows that there exist ζ > 0, V (ω, p), Ti(ω, p), Ui(ω, p) ∈
Meven and polynomials ui(p) with deg(V (ω, p)) ≤ 2d − 2 such that (71)
holds for a sufficiently large d. �

Theorem 5 provides an LMI condition for establishing upper bounds on
γ∗2 . Let us observe that Vrat(ω, p) in (67) is strictly proper contrary to the
one in (45) introduced to determine γ∗∞.
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The LMI condition provided by Theorem 5 is sufficient for any chosen
degrees of V (ω, p), Ti(ω, p), Ui(ω, p) and ui(p), and it is also necessary for
sufficiently large degrees under the assumption that P is strongly compact.

The degrees of V (ω, p), Ti(ω, p), Ui(ω, p) and ui(p) in Theorem 5 can be
chosen analogously to what done for Theorem 2. In particular, we denote
with VT U2(2d) the set VT U(2d) analogously obtained for Theorem 5.

Let us define

γ̂2 =

√

ξ̂ (75)

where ξ̂ is the solution of the SDP

ξ̂ = inf
ξ,ζ>0

(V (ω,p),Ti(ω,p),Ui(ω,p),ui(p))∈VT U2(2d)

ζ

s.t. (71) holds.

(76)

It follows that
γ̂2 ≥ γ∗2 . (77)

6 Examples

In this section we present some illustrative examples of the proposed results.
The SDPs (34), (54) and (76) are solved with the toolbox SeDuMi [29] for
Matlab on a personal computer with Windows 8, Intel Core i7, 3.4 GHz, 8
GB RAM. The SDP (34) is solved with the choice ω0 = 1 and p0 equal to
the center of P.

6.1 Example 1

Let us start by considering a variant of the vehicle platoon model in [5]
described by































































d

dt
xc1(t, k) = xc2(t, k)

m
d

dt
xc2(t, k) = −Kpxc1(t, k)− (b+ (1 + h)Kp)xc2(t, k)

−Kixc3(t, k) +Kp(xd1(t, k) + xd2(t, k))

d

dt
xc3(t, k) = xc1(t, k) + (1 + h)xc2(t, k)− xd1(t, k)

−xd2(t, k)

xd1(t, k + 1) = βxc1(t, k)

xd2(t, k + 1) = xc2(t, k)
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where xc1 , xc2 ∈ R are the position and velocity of the car, xc3 ∈ R is the
state of the proportional-integral controller, xd1 , xd2 ∈ R are the position
and velocity of the preceding car, Kp,Ki ∈ R are gains, m, b ∈ R are the
mass and friction of the car, h ∈ R is time headway, and β ∈ R is a coefficient
indicating the fraction of the position of the preceding car to be used. We
consider the plausible values

{

Kp = 2, Ki = 2, m = 2, b = 0.6, β = 0.9
h ∈ [1, 3].

By defining p = h, the system can be described by (1)–(3) with



































Acc(p) =





0 1 0
−1 −0.3− 1.5p −1
1 1 + p 0



 , Acd(p) =





0 0
1 1
−1 −1





Adc(p) =

(

0.9 0 0
0 1 0

)

, Add(p) =

(

0 0
0 0

)

na = 1, a1(p) = −3 + 4p− p2.

The problem consists of establishing whether this system is robustly expo-
nentially stable, i.e., Problem 1.

First, we verify that Assumption 1 holds, i.e., that Acc(p) is Hurwitz and
Add(p) is Schur for all p ∈ P. The fact that Add(p) is Schur for all p ∈ P
is obvious since this matrix is null. Concerning Acc(p), we verify that this
matrix is Hurwitz for all p ∈ P by using Corollary 1, in particular (78) holds
with symmetric matrix polynomials Ṽ (p), T̃i(p), Ũi(p) of degree 0.

Second, we calculate the index ζ∗ in (34). We simply choose 2d = 0,
finding

ζ∗ = 0.181

which proves robust exponential stability according to Theorem 2. The
number of LMI scalar variables in the SDP (34) is 232, and its computational
time is less than 1 second. The found Lyapunov function is described by

V (ω, p) =

(

0.500 0.482
⋆ 0.500

)

.
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6.2 Example 2

Here we consider (1)–(3) with















































Acc(p) =

(

0 1
−4 −2

)

, Acd(p) =

(

−0.5− 0.3p2
0.4p1

)

Adc(p) =
(

2 0.5
)

, Add(p) = 0.5

Bc(p) =

(

0
1 + p1 − p2

)

, Bd(p) = 1

Cc(p) =
(

0 −1
)

, Cd(p) = 1

D(p) = 1, P =
{

p ∈ R
2 : ‖p‖2 ≤ 1

}

.

The problem consists of determining the robust H∞ norm of this system,
i.e., Problem 2.

In order to solve this problem, we solve (53)–(54) expressing P as in (3)
with a1(p) = 1−p21−p

2
2. We simply choose 2d = 0, finding the upper bound

γ̂∞ = 5.586.

This upper bound can be improved by increasing d, indeed with 2d = 2 we
find

γ̂∞ = 4.563.

The found Lyapunov function is described by Vrat(ω, p) in (45) with

V (ω, p) = 2.774p21 − 6.148p1p2 − 8.251p1 + 2.949p22
+8.079p2 + 3.725ω2 + 6.731.

The number of LMI scalar variables in the SDP (54) is 856, and its compu-
tational time is 4.2 seconds.

Next, let us use Theorem 4 to establish whether the found upper bound
is tight. We find that (58) holds with

ω̂ = 2.627, p̂ =

(

−0.657
0.754

)

.

Moreover, for such values of ω̂ and p̂, one has that (57) holds. Consequently,
from Theorem 4 we conclude that γ̂∞ is tight, i.e., γ∗∞ = 4.563.
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6.3 Example 3

Lastly, we consider (1)–(3) with






































































Acc(p) =

(

−1 1
1 −2

)

, Acd(p) =

(

−0.7 −0.4
0.6 0.6

)

Adc(p) =

(

0 1
−1 + p 0

)

, Add(p) =

(

0.3 −0.5
0.5 0.3

)

Bc(p) =

(

1 0
1 p

)

, Bd(p) =

(

0 0
0 0

)

Cc(p) =

(

0 0.3
0 0.5p

)

, Cd(p) =

(

1 0
0 1

)

D(p) =

(

0 0
0 0

)

, P = [−1, 1].

The problem consists of determining the robust H2 norm of this system,
i.e., Problem 3.

In order to solve this problem, we solve (75)–(76) expressing P as in (3)
with a1(p) = 1 − p2. By using different values of 2d, we find the following
upper bounds:







2d = 2 ⇒ γ̂2 = ∞
2d = 4 ⇒ γ̂2 = 7.144
2d = 6 ⇒ γ̂2 = 6.138.

In the case 2d = 6, the number of LMI scalar variables in the SDP (76)
is 1340, and its computational time is 16.2 seconds. The found Lyapunov
function is described by Vrat(ω, p) in (67) with

V (ω, p) =

(

v1 v2
⋆ v3

)

where






























































v1 = −0.338p4 − 3.151p3 + 23.745p2ω2 + 1.681p2

+82.392pω2 + 1.988p + 5.625ω4 + 87.338ω2

+26.131
v2 = −0.86p4 + 1.54p3 + 9.717p2ω2 − 3.618p2

+26.57pω2 + 10.733p − 1.697ω4 + 15.936ω2

−11.267 + j(−35.591p3ω + 18.191p2ω
+12.279pω3 + 0.758pω − 6.885ω3 + 20.274ω)

v3 = 3.313p4 − 2.653p3 − 49.545p2ω2 + 15.322p2

+31.209pω2 − 66.084p + 10.102ω4 + 96.923ω2

+84.463.

28



7 Conclusion

This paper has proposed LMI conditions for establishing robust exponential
stability and for determining the robust H∞ and H2 norms of 2D mixed
continuous-discrete-time systems whose coefficients are polynomial functions
of an uncertain vector constrained into a semialgebraic set. The proposed
LMI conditions are based on the introduction of complex Lyapunov functions
depending polynomially or rationally on a frequency and polynomially on the
uncertainty. It has been shown that these LMI conditions are sufficient for
any chosen degrees of the complex Lyapunov functions, and also necessary
for sufficiently large degrees of these functions under some mild assumptions
on the set of admissible uncertainties.

Several directions can be explored in future works. In particular, one
could investigate the possibility of generalizing the results proposed in this
paper to marginally stable systems. Another possibility could be the ex-
tension of the proposed results to systems with time-varying uncertainties.
Also, one could explore the extension of the proposed results to the presence
of communications constraints in the system, which are typical of networked
control systems such as those considered in [30,31]. A last possibility could
be the extension to the design of robust controllers.
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Appendix 1

The following corollary shows how Theorem 2 can be specialized to provide
an LMI condition for establishing whether Assumption 1 holds.

Corollary 1 The matrix Acc(p) is Hurwitz (respectively, Add(p) is Schur)
for all p ∈ P if there exist ζ > 0 and symmetric matrix polynomials Ṽ (p), T̃i(p), Ũi(p),
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i = 1, . . . , na, satisfying the LMI condition

X̃(p)

Ỹ (p)

T̃i(p) ∀i = 1, . . . , na
Ũi(p) ∀i = 1, . . . , na















are SOS (78)

where






















X̃(p) = Ṽ (p)− ζI −
na
∑

i=1

ai(p)T̃i(p)

Ỹ (p) = W̃ (p)− ζI −
na
∑

i=1

ai(p)Ũi(p)

(79)

and W̃ (p) = −Ṽ (p)Acc(p) − Acc(p)
T Ṽ (p) (respectively, W̃ (p) = Ṽ (p) −

Add(p)Ṽ (p)Add(p)
T ). Moreover, if P is strongly compact, this condition is

not only sufficient but also necessary.

Proof. Analogous to the proof of Theorem 2 by removing the dependence
on ω of the matrices. �

Appendix 2

Let Q̃(p) be the matrix polynomial obtained from Q(ω, p) in (48) by replac-
ing q1(ω, p), q2(ω, p), q3(ω, p) with q̃1(p), q̃2(p), q̃3(p) defined as











q̃1(p) = Ṽ (p)−Add(p)Ṽ (p)Add(p)
T −Bd(p)Bd(p)

T

q̃2(p) = −Add(p)Ṽ (p)Cd(p)
T −Bd(p)D(p)T

q̃3(p) = ξI − Cd(p)Ṽ (p)Cd(p)
T −D(p)Ṽ (p)D(p)T

(80)

where Ṽ (p) is a symmetric matrix polynomial.
Let us define

γ̃# =

√

ξ̃ (81)

where ξ̃ is the solution of the SDP

ξ̃ = inf
ξ,ζ>0

Ṽ (p),T̃i(p),Ũi(p)∈VT U#(2d)

ξ

s.t. (78) holds with W̃ (p) replaced by Q̃(p)

(82)
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where VT U#(2d) is the set of symmetric matrix polynomials Ṽ (p), T̃i(p), Ũi(p)
analogous to VT U∞(2d).

The following corollary shows how Theorem 4 can be specialized to pro-
vide a strategy for establishing whether the second sub-condition of this
theorem holds.

Corollary 2 Any p̂ ∈ P that satisfies (59) also satisfies

det
(

Ỹ∞(p̂)
)

= 0 (83)

where Ỹ∞(p) is Ỹ (p) evaluated for the optimal values of the decision variables
in (82).

Proof. Analogous to the proof of Theorem 4 by removing the dependence
on ω of the matrices. �

Corollary 2 can be used to check the second sub-condition of Theorem 4
as follows. First, one determines the values of p̂ that satisfy (83). This can
be done by expressing Ỹ∞(p), which is a SOS matrix polynomial, as

Ỹ∞(p) = (b(p)⊗ I)T K2 (b(p)⊗ I) (84)

where K2 is a symmetric positive semidefinite matrix. Hence, (83) holds if
and only if

(b(p̂)⊗ I) ∈ ker(K2). (85)

The search for the values of p̂ that satisfy the above condition can be ad-
dressed by pivoting operations that reduce the problem to finding the roots
of a polynomial in a single variable, see [28] for details. Once that these
values have been found, one trivially checks whether (59) holds for any of
them.
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