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In general, classical measurement statistics of a quantum measurement is disturbed by performing
an additional incompatible quantum measurement beforehand. Using this observation, we introduce
a state-independent definition of disturbance by relating it to the distinguishability problem between
two classical statistical distributions — one resulting from a single quantum measurement and the
other from a succession of two quantum measurements. Interestingly, we find an error-disturbance
trade-off relation for any measurements in two-dimensional Hilbert space and for measurements
with mutually unbiased bases in any finite-dimensional Hilbert space. This relation shows that error
should be reduced to zero in order to minimize the sum of error and disturbance. We conjecture that
a similar trade-off relation can be generalized to any measurements in an arbitrary finite-dimensional

Hilbert space.

I. INTRODUCTION

The uncertainty principle has been regarded as a fun-
damental principle in quantum mechanics. It asserts that
we cannot get the precise values of two physical observ-
ables in a quantum state, unless they are compatible.
The well-known version of this principle was formulated
by Heisenberg in 1927, namely, [1]

AxAp > h/2. (1)
A more general form of it can be written as

(An(p) > AP 2

where €(A) is the error with which measurement of oper-
ator A is carried out, and n(B) is the disturbance on the
following measurement of operator B caused by measure-
ment of A. In Eq. (1), Az and Ap can be interpreted as
error and disturbance when A and B are position and mo-
mentum operators. Mathematically, Eq. (2) comes from
the Robertson’s uncertainty relation [2]:

(] [A,ZB] ) 3)

o(A)o(B) >
where o(X) = (W] X2|y) — (| X|y)? is the standard
derivation of observable X in a quantum state |¢). Note
that while Eq. (3), usually regarded as a rigorous version
of Heisenberg’s uncertainty principle [3-5], can be proven
mathematically, the justification of relation Eq. (2) is
currently on hot debate because additional conditions
have been used in its derivation [6]. More importantly,
several experiments showed that Eq. (2) is violated [7-9].
Thus, the trade-off relation that the higher the precision
of measuring A, the stronger the disturbance on B can-
not be well-captured by Eq. (2).

Many important works in this area have been done, but
the definitions of error and disturbance are still not set-
tled [10]. Ozawa used noise-operator based error defini-
tion and proposed a “universally valid error-disturbance

relation” [11]:

(4[4, B [¢)]

e(A)n(B)+e(A)o(B)+o(A)n(B) = 5 - (4)

This uncertainty relation was later verified experimen-
tally [7—9, 12-15] and inspired a lot of work on uncer-
tainty relations [16-18], but some shortcomings were also
pointed out [19, 20]. For example, it seems to violate the
proposed operational constraint that the error and dis-
turbance should be non-zero if the outcome distribution
is deviated from what is expected according to Born’s
rule [19].

Using distance between distributions is another way
to quantifying measurement errors [21-23], Busch et
al. proved the original Heisenberg’s error-disturbance
relation in Eq. (2) by defining error and disturbance
as figures of merit characteristic of the measuring de-
vices [21, 24], which generated a debate over differ-
ent approaches used in formalizing uncertainty rela-
tions [25, 20].

In this paper, we introduce a straightforward defini-
tion of error and disturbance. The key observation is
that given an arbitrary quantum state, the measurement
statistics of a measurement operation on that state is un-
changed if and only if we perform an additional compati-
ble measurement to the state beforehand. Thus, we may
define the disturbance of B (measurement of operator B)
due to A (measurement of operator A) as the distance
between the two probability distributions of the measure-
ment outcomes due to B and B o A maximized over all
possible input quantum states. We introduce the defini-
tions of error and disturbance in Sec. II and report a few
basic properties of these quantities in Sec. III. Then, in
Sec. IV, we prove the error-disturbance trade-off relation
for the case of 2-dimensional Hilbert space. In particu-
lar, we derive a sharp lower bound of the sum of error
and disturbance. We also give the trade-off relation in
d-dimensional Hilbert space for a special but important
case. Finally, we draw a few conclusions in Sec. V.
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II. STATE-INDEPENDENT ERROR AND
DISTURBANCE OF PROJECTIVE
MEASUREMENTS

Suppose one is given a density matrix p in a d-
dimensional Hilbert space with d > 2. Let A be the pro-
jective measurements of operator A with rank-one pro-
jectors. (Unless otherwise stated, all measurements in
this paper are associated with rank-one projectors. Note
that our discussion can be easily extended to the case
of a general positive operator-valued measurement. We
restrain from doing so to avoid unnecessary notational
and indexing complications.) The probability distribu-
tion obtained from applying A to p is given by the vector

BN ), = (ailpla)),.  (5)

where |a;) {(a;| is the rank-one projector corresponding to
the i*" measurement outcome. We now consider mea-
suring p using another projective measurement A’ before
feeding the resultant state to B. We write the probabil-
ity distribution of the measurement outcomes of A" by
Pa(p). More importantly, the probability distribution
of the final measurement outcomes of Bo A’ is given by
Pao.t(p) = Po(p') where g/ = 3, (@] plaf) |al) (@] with
|ai) (a;| being the rank-one projector corresponding to
the i*" measurement outcome of A’.

In general, Pgoa/(p) is different from Pg(p) as mea-
surement changes the state of a quantum system. We
would like to know how a change in the intermediate
measurement A’ affects the change of Pg(p) through
their classical statistics of their measurement outcomes
only. With this motivation in mind, for any given
metric D(-,-) of an Euclidean space, we define the
state-dependent error between P4(p) and Py (p), and
the state-dependent disturbance between Pg(p) and
Pp(p') as

Pa(p) =

ep(A, A") = D(Pa(p), Par(p)) (6)

and

np(A', B) = D(Ps(p), Ps(p')), (7)

respectively. Since our goal is to study the maximum
pointwise deviation in the distribution of the measure-
ment outcomes, we use the metric based on the infinity
norm, namely,

Dia,y) = max|z; - il (®)

We now define the state-independent error and
state-independent disturbance by

e(AA) = In;mx ep(A,A") (9)
and

n(A',B) = max np(A',B). (10)

From now on, the terms “error” and “disturbance” refer
to the state-independent versions unless otherwise stated.
Note that these definitions meet the proposed operational
constraint [19] for (A, A’) = 0 if and only if 4 = A" and
n(A',B) =0 if and only if A’ =B

Finally, to obtain a trade-off relation between error
and disturbance in one measurement, that is, to find out
how much we need to sacrifice on one to lower the other,
just as what Heisenberg did, we introduce the state-
independent overall error

A(A, A, B) = max (e,(A, A) +1,(A,B)). (11

p

Clearly, e + 1 > A.

III. BASIC PROPERTIES OF
STATE-INDEPENDENT ERROR AND
DISTURBANCE

Since
ep(A, A')
nP(Alv )

= max tr (p(|ai) {ai| — |a7) (ai])]|
(|b:) (bi] — Z|a (a1bs) |* (a5])) ],

(12)

max ‘tr

we have

(A A) = max R(lai) (@il —[aj) (ai])  (13)

and

(A, B) |ak) (akl)-

(14)
Here, R(+) is the spectral radius of a matrix (the largest
of absolute values of the eigenvalues). Similarly, we have

= max R( |b;) (bi] — Z |<bi|a;c>|2
k

A(A A, B) |az) (ai] +

|ak <§<|) (15)

=m,aj§ R(las) (@il —
) (b |¥Z| (bjlaz)]

Note that the maximum of €, can be attained by a pure
state p; and similarly for n, and €, + 7,.

Property 1 (Maximum Error and Disturbance). The
error satisfies

e(AA) <1 (16)

for any A, A, with equality if and only if (a
some i. In addition, the disturbance obeys

Hai) =0 for

n(A',B) <1-1/d; (17)

for any A', B, with equality if and only if there is an 1
such that |b;) is unbiased in {|a})}4 That is to say,

| (a}1bs) [* = 1/d for any j.

Jj=1"



Proof. The rank of the matrix |a;) (a;| — |a}) (a}] is at
most 2. Thus, the spectral radius of this matrix can be
calculated easily as |a;) and |a}) — (a;|al) |a;) are orthog-

onal. Hence, Eq. (13) becomes
e(A,A") = max /1 — | (al]a;) |2. (18)
Consequently, (A, A") < 1 with equality holds when

there exists ¢ such that (a}|a;) = 0.
Eq. (14) can be rewritten as

n(A', B) = max] [(1bi) " = D1 Wlai) | |{bilai)| |
’ k

(19)
Note that the spectral radius of the matrix |b;) (b;] —
Zk|<bi|q’>|2|a§c><a§€| is unchanged by multiplying a
phase € to |aj). Hence, we may always set each
(bila},) to be real and non-negative. Then by the Perron-
Frobenius theorem [27], there is always a positive eigen-
value corresponding to the spectral radius. In other
words,

n(A', B)

2

= max | ([ba)|” = D [(wlai)l” [{bilai)l” - (20)
’ k

Using the Cauchy-Schwarz inequality,

[wlbi)] (Z|w|ak||ak|b>|)
< Iwla) P |Gl Y212 @)
k

k

So [(wlap)[* [(bilaj)* > [(W[b:)[* /d. Hence, Eq. (17)
is true. Moreover, the equality holds if and only if
there exists an i such that |(]b;)| = 1 and |(b;]a})|* =
[(bilal))® = -+ = |<bi|afi>|2. In other words, |b;) is unbi-
ased in {|a})}5_;- O

Property 1 can be understood as follows. Suppose we
take p = |a;) (a;|, the measurement operation A will give
a post-measurement state |a;) for sure. In contrast, when
we perform the measurement A’, we have no chance of
getting the state |a}) if |a;) and |a}) are orthogonal. This
is a situation in which the error between the two measure-
ment outcomes of A and A’ on the same state p is max-
imized. In addition, suppose there is an ¢ such that |b;)
is unbiased in {|a})}9_,. Then by choosing p = |b;) (bsl,
the measurement operation A’ will completely erase the
information on the distribution of p in {|b;)}9_,. Hence,
the disturbance n(A’, B) is maximized.

Property 2 (Reducibility). Suppose A, A" and B are
operators on a Hilbert space H = Hy ® Hy ® --- @& H;
such that |a;)’s and |a})’s are in HH{UHU---UH|, then

£(A, A/) = 1I£ll?§l€(A|Hk7A/|Hk)' (22)

If we substitute |b;)’s
have similarly

n(AI,B) = 11%1%%([77(AI|H1@78|H1C)' (23)

for |a;)’s in above conditions, we

Proof. We only prove Eq. (23) as the proof of Eq. (22) is
similar. Let Bj = Span{|b;) : |b;) € Hy}. Obviously,
By, C Hy. And since H = B1 $ B2 & -+ - & B, we know
that Hy = Bj. Therefore, for any |b;),[a);) not in same

Hy, (bila};) = 0. Suppose |b;) € By, = Hy,, Eq. (14)
becomes

n(A’, B)
= max R([b;) (bi] — ST i) 1)) (@f1)

la%)eH
iy RO Gl = B (e i) )
‘a’j>€Hk,b

= m]?xn(A/|Hk,B|Hk). (24)
Thus, Eq. (23) holds. 0

Property 3 (Subsystems). Suppose A, A’ and B are
operators on the Hilbert space H = H1 Q Ho ®---® Hy,
then

S(AA) = max c(Alm Ale)  (25)

and
/ /

(A B) 2 max n(Alu,, Bla,). (26)

Proof. Suppose [ =

by [a’y,) @ o’y
Similarly, we write |b;) =

R([bs) (bil = 37 |{bilaj)[* a5 (a5])

142 242
> o |1 b,) | |2 07,)]

- Z/lwa'}m

2. Then, [a}) can be represented

), where |a’},) € Hy and |a/2,) € Ho.
|bl) ® [b2). Then,

2 2 2 2
[(wala2)|”[hala’| [ 02172

2
b ot

> max b ’ a/l } ’ (V2 |a
> max | (b, mz (4] nla/s)
142 RN P N
> max| (o) —Z\wna o] | bk’
1 /

> R([bl,) (bl - Z] Sty @hd). e
We conclude that n(A, B) > n(A|w,, Bla,). By induc-
tion of I, we show the validity of Eq. (26). Eq. (25) can
be proven in a similar way. O

Property 4 (Upper bound Estimation).

s <mas [ ) - i)

(28)




The equality holds when d = 2. When d > 2, the equality
holds if and only if there exists an i such that |b;) is
unbiased in {|a})}_,, or A" = B. Furthermore,

n(A'.B) < max [(af]b)| D [ahloi)]. (29)
' k#j

The equality holds when d = 2. When d > 2,
the equality holds if and only if for an i which mazi-
mizes max; ’(a;|bl>’ >k (@i |bi)], for all j,k such that
(aj 1b:) # 0, [(a]|b:)] = I{ai|b)l.

Proof. We first prove Eq. (28). Suppose the eigenvalues
of the matrix M = |b;) (b;| — E?Zl ‘(bi|a;>‘2 |a’;) (a’;| be
Aj’s. Arrange these eigenvalues so that [A] < [Ag] <
o < Al = n(A,B). Since tr(M) = 0, we have
Zle Ai = 0. Moreover,

d—1 d—1
tr(M?) =Nj+ > N > M+ L >N 2
i=1 1 (3())

_dx
d—1’

and tr(M?) =1 -, [(a}|b;))|*. Hence, Eq. (28) is true.
Moreover, the equality holds if and only if Ay = Ay =
oo =MXg—1 = —Ag/(d—1). A straightforward calculation
shows that if |b;) is unbiased in {|a;->}§-l:1 or there exists
a j such that | (a[b;) | = 1, the above equations hold.

Next, we prove Eq. (29). According to the Frobenius
theorem [28, 29],

d

Nal < max 3 [ M| = max | (a}[b3)| Y albi)] . (31)
k=1 =y

And this equality holds if and only if d = 2, or for all j, k
such that (a .[b;) # 0, ‘(aﬂbl)’ = |{a},|b:)]. O

From Eq. (6)-Eq. (8), we have

max 1,(A', B) = max (1=3 (@t b:)[" ),
k

p=|bi)(bil

(32)
where 7°(A’,B) is the so-called calibration distur-
bance [10], which measures the disturbance with respect
to eigenvectors of B as original states. Moreover, it can
also be interpreted as the maximum among probabili-
ties that an original eigenstate |b;) evolves into another
eigenstate [b;) (j # i) after Bo A’. Calibration distur-
bance is another way to define a state-independent dis-
turbance [21]. We already know from the definitions of
worst-case disturbance and calibration disturbance obeys
n°(A', B) < n(A’, B). What Eq. (28) shows is that

n°(A',B) =

n(A.B) < [(1 -2 ~nC<A’,B>] T

This relation provides an upper bound of worst-case dis-
turbance n(A’, B) — the geometric mean of n°(A’, B) and

the maximum possible disturbance for measurements in
d-dimensional Hilbert space, namely, 1 — 1/d. Inciden-
tally, for (A, A"), we have

e(AA) = [6(A, AN, (34)

where (A, A) is defined analogously.

In Fig. 1, we show performance of these two estima-
tions for the case of d = 3. We find that the two upper
bounds have their own advantages in different situations.

d=3 |<a|b>]*=0.01

0.81

=== Exact Value
—— Upper Bound 1
~— Upper Bound 2

[<ay'|bi>|

0.0 011 012 013 014
(a) [(a}|bs)|” = 0.01

d=3 |<a/lb>] =02

1.01
=== Exact Value
—— Upper Bound 1
~— Upper Bound 2
0.2
L L L ) |<a2'|bi>‘2
0.0 0.1 0.2 0.3 .

(b) [(a}]be)]* = 0.2

FIG. 1. (color online) Performance of the upper bound esti-
mation in d = 3 case: We fix the value of | (a}|b;) |, and plot
the value (before choosing maximum among different i’s) of
n(A’, B) and the two upper bounds (“Upper Bound 1” cor-
responds to Eq. (28) and “Upper Bound 2”7 corresponds to
Eq. (29)), choosing | (a4|b;) |* as independent variable. In this
figure, we assume | {a}[b:) |? < | (ablb:) |2 < | (ah[bi) [

IV. TRADE-OFF RELATION
We now report the trade-off relation between error and
disturbance.

Theorem 1 (Trade-off in Two-Dimensional Hilbert
space). When d = 2, the following trade-off between error
and disturbance holds:

e(A,A) +n(A',B) > n(A,B), (35)

A(A, A, B) > n(A,B), (36)

where n(A, B) =
attained when |a

sin 6. Moreover, the equalities are both
= |a;) for alli. Here § = arccos|a - b|

~N|—



with a,b being the Bloch vectors of eigenstates of A and
B.

Proof. We use Bloch vectors to represent density matrix
and different bases. That is,

I+n-o I+a- o
= la)laliz e = —5—
I+b-o I+a - o
bi bz i - e - 5
| >< |171,2 2 2
(37)

|at) <a’{i|i:1)2 =

where a,a’,b are unit vectors on Block sphere and n is
in/on Bloch sphere (Jn| < 1). Straightforward calcula-
tions gives

, 1
AL =L (@ a') o)
2 (38)
SE la —a’| =¢(A, A"
and
/ 1 ’ 7
1(AB) =L [(b—b-a’a’) m]

2 (39)

SE lb—b-a’a’| =n(A,B).

On one hand,
(A’ B) + (A A)
1 1
:§|a—a'|+§|b—b-a'a’|
1 ’ ’ ! 1 ’ 7
2§|b-aa—b-aa|+§|b—b-aa|

1 1 1
> min§|xa—b|=§|(1—aa)-b|=§|a><b| (40)

and
A(A, A, B)
= max(3 (@ —a’) -nl + 3 [(b~b-a’a’) -nl)
> msx%|b-a'|%|(a—a')-n|+%|(b—b-a'a')-n|

1 1 1
2§|b—b~a’a|2§|(1—aa)-b|:§|a><b|. (41)

On the other hand, when a’ = a, n(A’,B) +&(A, A") =
A(A, A, B) = 1|b—b-aal. Therefore, min n(A’, B)+
e(A, A) = ming A(A, A, B) = 3 ]a x bl O

This result gives a lower bound of the overall error
and the sum of error and disturbance, and therefore pro-
vide a version of uncertainty principle in the case of two-
dimensional Hilbert space. We could make sinf = 1 by
choosing a - b = 0. This means that the overall error
is the largest when {|a;)}¢; and {|b;)}L, are mutually
unbiased.

Fig. 2 shows the performance of the version of un-
certainty principle in Theorem 1. It shows that the

values of (A, A") + n(A",B) and A(A, A’,B) do not
change smoothly because we have absolute values, max-
ima and minima in the definitions of error and distur-
bance. In particular, we find that (A, A") + n(A’, B)
and A(A, A’, B) are not differentiable near A’ = A.

On the other hand, it turns out that the minima of the
overall error A and the sum of error and disturbance are
both attained when {|a})}i=1,2 are exactly {|a;)}i=1,2,
regardless of the choice of {|b;)}i=1,2. This is somewhat
unexpected for one would guess that A" should be some-
where “between” A and B in order to minimize the over-
all error. However, according to Theorem 1, the best
approach to minimize the overall error in 2-dimensional
Hilbert space during the consecutive measurement pro-
cess is simply to leave the first measurement device un-
changed.

Another noteworthy observation is that when d = 2

min (e(AA) + (A", B)) = min A(A, A B), - (42)
Because when |a;) = |a}) for all i, A(A, A, B) = n(A, B)

and €(A, A) = 0, revealing that it is no easier to reduce
the overall error than the sum of error and disturbance.

<a,b>=mn[4
3
o
1,
—_A
— €+
: L <a,a’>
- _r 0 z bd
2 2
(a)0=m/4
<a,b>=mn/2
i
1,
— A
N o
2
L <a,a">
s _r 0 z bg
2 2
(b) 6 =7/2

FIG. 2. (color online) We plot the value of e(A, A’) +n(A’, B)
and A(A, A’, B) respectively when a’ is in Span{a, b}. Inde-
pendent variable (a,a’) denotes the angle between a and a’.
This figure shows clearly that when a’ = a, £(A, A')+n(A’, B)
and A(A, A", B) are the smallest.

Unfortunately, the absence of Bloch representation
means that the proof techniques in Theorem 1 cannot



be used to tackle the trade-off between error and dis-
turbance when d > 2. However, the same conclusion
in Theorem 1 still works in some special but interesting
cases.

Theorem 2 (Trade-off for Mutually Unbiased Bases in
d-dimensional Hilbert space). For all d > 2, if eigen-
states of A and B form a pair of mutually unbiased bases
(MUB), then we have

e(A,A) + (A, B) = n(A,B)=1-1/d. (43)
When {|al)}4 | = {|a:)}L,, the equality holds.

Proof. According to Eq. (18), we need to prove the fol-
lowing inequality:

|(ajla)|?

+max R( [bg) (bil — Y [(bila) [ |ai) (af )
k

max4/1 —
J

> max R( [b;) (bi] — D bilan)® lax) axl ). (44)
k

Using the triangle inequality for spectral radius [30], the
above inequality is true if we can prove that for any [b;),

max /1 — ‘(aj|a;>|2
J

> R(> [(bilax) | |ax) (ax] — Z|b|ak

k

laj) (akl)-
(45)
Since |(b;|a)|*

equals to max; |1/d —
prove that

= 1/d, the LHS of the above inequality
}(bi|a;>|2 |. It is then sufficient to

[1/d = [Bila))|*] < /1= [{aslap)* (46)

for any j. Using >, ’(ak|a;>‘2 = 1 and |{(b;|ay) |
1/d, it is clear that the value of }(bi|a3)}2 =

| >k (bilag) <ak|a;-> |2 is between

Hence, all we need to prove is that

1 ,
23| arlaj)|

k£l

[ {ald)) | < /1= |(agla)|”. (47)

Set x = 1— ‘(aj|a;)’2. If z = 0, Eq. (47) is obviously

true. Otherwise,

Z‘ (arlal) | - | (arla}) |
k£l
=2/T—x ) [{amla)) |+ D [{arla)) |- | (@la))|
m#j k#l
k,l#j
<2/0-a)d—1) | |{amla})|”
m#j
aglal) |* + | {arlaf) |
o 3 Lo+
k£l
k,l#j
<2/(I—2)(d - 1)z +z(d —2). (48)
Because

dvz >2y/(1 —x)(d - 1)vz + 2(d — 2)
—d>2/(1-2)(d-1)+Vz(d -
<~ d>2vVd—1sing+ (d—2)cos¢

<:d>\/2\/—

Eq. (47) is proved, and so is Theorem 2. O

+(d—2)2 =d, (49)

The above result is of great importance because the
case that the rank-one projectors of two measurement
operators form a pair of MUBs is believed to maximize
the sum of error and disturbance. Theorem 2 confirms
this belief for projective measurements in any finite-
dimensional Hilbert space. Moreover, Theorem 2 tells
us again when A" = A, the sum of error and disturbance
is minimized.

It is natural to ask if Theorem 1 is true for general
measurement operations when the Hilbert space dimen-
sion d > 2. Our numerical simulations find that while
Theorem 1 does not hold when d > 2, the theorem seems
to be correct by adopting the following slightly relaxed
definition of (A, B),

(A.B) = min<(A B), (50)

where the minimum is over all possible projective mea-
surements with rank one projectors B corresponding to
the measurement operation 3. This relaxed definition of
€ means that we only distinguish between the classical
probability distributions resulting from measurements .4
and B with no regard to the labeling of different mea-
surement outcomes. With this relaxed definition for e,
we make the following conjecture.

Conjecture 3 (Trade-off in d-dimensional Hilbert
space). For all d > 2, the following trade-off between
error and disturbance holds:

(A A) + (A, B) > f(A,B) (51)



and
A(A A, B) > f(A,B), (52)
where
f(A, B) = min{e(A, B),n(A,B)}. (53)

Moreover, the equalities are both attained either when for
all i, |ab) = |a;), or when for all i, |a}) = |b;).

If our conjecture can be proved, the validity of our
trade-off relation will be extended to any operator in
Hilbert space. Our sharp lower bound f(A, B) will then
serve as a importance physical quantity characterizing
the trade-off between error and disturbance in consecu-
tive measurement process.

V. CONCLUSION

To summarize, we have introduced new definitions
of error and disturbance in quantum measurement that

are both state- and eigenvalue-independent. An error-
disturbance trade-off for a single qubit as well as for
a special case of finite-dimensional Hilbert space have
been proven. In particular, it implies that the lower
bound of the sum of error and disturbance can be ob-
tained when A" = A. Physically, it means it is not worth
sacrificing error to lower the disturbance. Finally, we in-
troduce Conjecture 3 which is a non-trivial extension of
Theorem 1 to d-dimensional Hilbert space with d > 2.
Our numerical simulations supports this conjecture; and
if it can be proved, an error-disturbance trade-off just
like Heisenberg’s uncertainty principle can be derived.
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