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Abstract:

To investigate pedestrian exposure when only pedestrian-crash data are available, the quasi-induced exposure method is used to identify the factors that contributed to pedestrian-vehicle crashes in Las Vegas from 2004 to 2008. The results show that overall crash severity, light conditions and weather conditions are potentially risky factors in pedestrian crashes, and the time of day or day of the week are less risky. Multiple-correspondence analysis (MCA) is then used to investigate how pedestrian crash severity is influenced by the interactions among a range of variables. The results indicate that among instances of pedestrian-vehicle crashes, cases of property damage only (PDO) tend to occur during off-peak daytime hours and under dark or dawn light conditions in clear weather. Crashes resulting in injuries usually occur during weekday peak hours in daylight and under rainy conditions. Most fatal crashes occur during off-peak hours, at night on the weekends.
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Introduction

During 2012 in the U.S., pedestrian/motor-vehicle crashes resulted in 4,743 deaths and 76,000 injuries. This casualty rate averaged over 13 deaths per day, and the costs involved amounted to over $5.2 billion for the year (NHTSA, 2012). A large proportion of those killed had been drinking (40%). Road crashes involving pedestrians are a significant problem, particularly in cities with high volumes of tourists such as Las Vegas, where many people travel on foot. On average, 310 pedestrian/motor-vehicle crashes occur each year in Las Vegas, with around 110 of these at signalized intersections. The number of pedestrian injuries did decrease slightly between 2004 and 2008, but more efforts and resources should be allocated to the prevention of pedestrian crashes.

Various studies have been carried out to investigate pedestrian-related safety at signalized intersections, to evaluate the characteristics of pedestrians and to determine the factors that influence pedestrian/vehicle crashes. However, few researchers have examined pedestrian/vehicle-related factors from the perspective of pedestrian exposure, as insufficient data are available.

In recent years, the quasi-induced exposure method, as developed by Carr (1970) and presented by Haight (1970), has received increasing attention. Two significant advantages of this method are its theoretical simplicity and its independence from the data requirements associated with conventional exposure metrics. This method has been used to compare the characteristics of at-fault and not-at-fault drivers involved in road crashes (Martinez-Ruiz et al., 2013) and to explore the effects of various factors potentially associated with an increased risk of road crashes. Although the quasi-induced exposure method has been widely adopted during the last 20 years (Jiang and Lyles, 2010), it has rarely been used to investigate pedestrian safety at signalized intersections. The first aim of this study is, therefore, to use the quasi-induced exposure method to deduce the pedestrian/vehicle-related factors involved in crashes at signalized intersections (instead of using the commonly applied measure of assessing the incidence of at-fault or not-at-fault drivers and of responsible or non-responsible pedestrians). The study’s second aim is to use multiple-correspondence analysis (MCA) to test how the interactions among influencing variables affect the responsible pedestrians. This approach to crash analysis can better inform policies aimed at reducing the pedestrian-related crashes.
**Literature Review**

Pedestrian exposure (defined as the exposure of pedestrians to collisions with motor vehicles) is a significant risk factor for pedestrian travelers. Data on pedestrian exposure or on pedestrian-volume counts are not readily available. Hence, pedestrian exposure has been previously investigated through the use of various pedestrian crash prediction models.

For general roadways, Qin and Ivan (2001) developed a model for predicting pedestrian exposure in rural areas, and they used the volume of pedestrians crossing the street as the measurement metric. The results showed that pedestrian exposure was significantly affected by the number of lanes, the area type and the local sidewalk system. Similar studies have been undertaken by Cameron (1982), Keall (1995) and Chu (2003). These researchers have used various pedestrian-exposure measures, e.g., population, number of roads crossed, time spent walking, and pedestrian volume multiplied by vehicular volume. However, these measures have not been fully accepted by researchers.

For the pedestrian exposure at signalized intersections, Kennedy (2008) estimated pedestrian volumes and the incidence of crashes at urban signalized intersections. In that study, a scaling technique was developed to estimate pedestrian volume, and the number of crashes per 100 miles traveled by pedestrians was taken as the criterion. Compared with previous research (Zegeer et al., 2005; Molino et al., 2008), the results of Kennedy’s approach proved to be more reliable than those obtained using the general linear modeling method. Similar other pedestrian-vehicle crash prediction models have been developed using various count-data and regression models. The results have indicated that pedestrian crashes are significantly influenced by both vehicle volume and pedestrian volume, with the vehicle volume being more influential than the pedestrian volume. However, no linear relationship has been found between pedestrian crashes and pedestrian volumes. Recently, Greene-Roesel et al. (2010) and Schneider et al. (2012) provided an overview of pedestrian crash exposure at signalized intersections. The sketch-plan, network-analysis and the micro-simulation models are the most commonly used models for estimating pedestrian exposure.

The above-mentioned research explained the situations when the exposure data are available. However, if the exposure data are unavailable, the quasi-induced exposure method is also widely used to estimate the degrees of exposure and risk for different groups of drivers and vehicles. Researchers who have used the quasi-induced exposure method and had promising results include Lyles (1994), Stamatiadis and Deacon (1997), Lardelli-Claret et al. (2006), Keall and Newstead (2009), Mendez and Izquierdo (2010), Jiang and Lyles (2007, 2010) and Martinez-Ruiz et al. (2013).
The quasi-induced exposure method was first proposed by Lyles (1994), who identified and defined four critical issues associated with the method’s use. These issues concerned one-vehicle crashes, the validity of various methods for assigning fault to those involved in an crash, the inclusion of innocent victims in random samples of drivers, and the overall validity of the quasi-induced approach. The results of Lyles’ research confirmed that this approach is useful for gaining insight into crash involvement. Stamatiadis and Deacon (1997) continued Lyles’ (1994) methodological exploration, and concluded that quasi-induced exposure is a highly effective technique for measuring the relative exposure of drivers or vehicles in situations for which real exposure data are not available.

Based on the fundamental theory of quasi-induced exposure, two or more vehicle crashes were investigated. Lardelli-Claret et al. (2006) compared two quasi-induced exposure methods for investigating the risk factors for road crashes: one method for single-vehicle crashes and the other for two-vehicle collisions. Multinomial and logistic regression models were used to obtain the odds ratios for each driver- and vehicle-related variable. The results showed that the effects of most driver- and vehicle-related characteristics on single-vehicle crashes were greater than their effects on two-vehicle collisions. Jiang and Lyles (2010) extended this approach to crashes involving three or more vehicles, and demonstrated that all of the non-responsible-driver distributions remained similar in both operational and statistical terms. In a novel application of the quasi-induced exposure method, Martinez-Ruiz et al. (2013) extended the risk factors for road crashes into cyclists, with specific attention to collisions between bicycles and other vehicles on Spanish roads. Their results confirmed that the influence of cyclist-related factors differed depending on the type of crash, but the factors related to the other drivers involved in collisions with cyclists were similar to those observed in other types of crashes.

However, there were also criticisms about quasi-induced exposure method about quasi-induced exposure method. Keall and Newstead (2009) determined the crash type that best represented exposure on the road, and identified the situations in which induced-exposure risk estimates were likely to be biased. In a similar study, Mendez and Izquierdo (2010) explored the direction of bias due to speed, crash avoidability, and injury risk for four types of crashes. These investigators found that more research was required to determine the effects of speed on head-on crashes occurring on undivided roads and crashes happening on multi-lane roads.

Besides the methods about pedestrian risks, other methods about pedestrian injury, such as on-site investigation, mathematical modeling and simulation have been used to evaluate the levels of severity. There are two commonly used modeling approaches for evaluating the severity of injuries at signalized intersections. One method is the ordered response framework, and the other method is the unordered response framework (Abay 2013). Previous studies, such as those of Abdel-Aty (2003), Eluru and Bhat (2007), Sze and Wong (2007), Wang and Abdel-Aty (2008), Eluru et al.
(2008), Clifton et al. (2009), Kwigizile et al. (2011), Mohamed et al. (2013), Abay (2013) or Saidharan and Menendez (2014) have used ordered response models for analysis of injury severity, with an emphasis on enabling pedestrian safety. The unordered response models (of the multinomial, nested and mixed logit/probit types) have also been widely used for evaluating injury severity (Carson and Mannering, 2001; Ulfarsson and Mannering, 2004; Kim et al., 2008; Tay et al., 2011; Abay, 2013; Aziz et al., 2013; Saidharan and Menendez, 2014). However, these ordered and unordered response models each involve different assumptions and restrictions in the analysis of injury severity, and these different approaches contradict each other. Therefore, more suitable methods need to be proposed. Table 1 gives a summary of all the studies reviewed. The main focus of this study is to integrate the quasi-induced exposure method with MCA to better analyze the severity of pedestrian injuries.

Table 1 Summary of Literature Review

Methodology

The quasi-induced exposure method was used to analyze a crash database and investigate pedestrian exposure. Generally, researchers taking a quasi-induced exposure approach have used driver-vehicle crash data, and have ensured validity by comparing distributions of the characteristics (usually driver age, gender and vehicle type) of the non-responsible drivers involved in driver-vehicle crashes.

In this study, pedestrian-vehicle crash data replaced driver-vehicle crash data for representing pedestrian exposure. The initial study population was based on the crash database from the Nevada Department of Transportation (NDOT), which provided both driver-vehicle crash data and pedestrian-vehicle crash data, so that there was little need to collect additional data. Arc GIS was used to isolate the pedestrian-vehicle crashes from the geo-database and to identify appropriate samples of responsible and non-responsible pedestrians for use in the quasi-induced exposure framework.

As Lyles (1994) observed, the fundamental assumptions of the quasi-induced exposure method are that vehicle-vehicle crashes involve an at-fault driver and a not-at-fault driver, and that the dataset of not-at-fault drivers consists of a random sample of motorists and vehicles on the road. It is therefore essential that the available crash data distinguish between “at-fault” and “not-at-fault” drivers. Here, the “at-fault” driver is defined as the driver who causes the crash, and the “not-at-fault” driver is the driver who does not cause the crash. Similarly, it is assumed that pedestrian-vehicle crashes involve responsible and non-responsible pedestrians, and that the distribution of the non-responsible pedestrians involved constitutes a random sample of the population of crashes happening in signalized intersections at specific times and places.
The quasi-induced methodology uses the day of the week and a number of other factors to be described below. Table 2 gives the matrix showing day of the week for both the responsible and non-responsible pedestrians involved in signalized intersection crashes in Las Vegas during 2004. Responsibility is assigned in each pedestrian-vehicle crash. A pedestrian-vehicle combination No.1 (or P1) designates a crash in which an injured pedestrian is considered to be at-fault, and a pedestrian-vehicle combination No.2 (or P2) designates an crash where an injured pedestrian is regarded as not at fault (or as non-responsible). It is assumed that P2s are selected randomly from the whole system. The P2s constitute a random sample of pedestrian-vehicle combinations, and are inductively a measure of exposure. Therefore, the involvement ratio (IR) can be calculated from the P1-P2 matrix as the ratio of the marginal proportions of P1s to P2s as follows:

\[
IR = \frac{\text{marginal proportion of P1}}{\text{marginal proportion of P2}}
\]

The main point here is that P2 characteristics are measures of exposure. Table 2 shows that the ratio of P1 to P2 characteristics gives a measure of the relative involvement of each characteristic in the causes of crashes at signalized intersections. For example, pedestrian crashes on weekdays are slightly over-represented, with the IR on weekdays being 1.01, but pedestrian crashes on weekends are slightly under-represented, with the IR on weekends being 0.98. In other words, there were fewer pedestrian crashes on weekends. The key point is that responsibility is adjusted for exposure or opportunity (i.e., the proportion of weekday pedestrians under a specified set of conditions). If IR (weekday) =1.0, then the pedestrians on weekdays cause crashes in proportion to their presence on the roadway. More details and examples can be found in Lyles (1994).

Table 2P1-P2 Matrix for Signalized Intersection Crashes in Las Vegas (2004)

In terms of our statistical analysis, a significance level of 0.05 is taken as the threshold, and a two-tailed t-test is used to examine whether the difference between responsible and non-responsible pedestrians is statistically significant.

To test how the interactions among all the influencing variables affect the responsible pedestrians, a MCA for the multivariate categorical data is applied. Correspondence analysis (CA) and MCA were developed in 1970 from the factor-analysis method of the French statistician. These methods of analysis have been widely used in the social sciences (LeRoux and Rouanet, 2010) and can be performed using SPSS11.0 software. CA is a metric multidimensional scaling method used to ascertain the presence of relationships between categorical variables and to determine how those variables are related. The basic objective of CA is to simplify the structures of data by reducing their dimensionality. The rows and columns in the contingency table are processed to express the relationships between variables in the form of a lower-dimensional graph.
If one category of a variable is longer than another in one direction, then the difference between these categories is significant in this dimension. Otherwise, the difference is not significant.

MCA is an extension of CA that is used to analyze the pattern of relationships between three or more categorical variables. This kind of analysis is characterized by similar graphical displays in which either the categories of the variables or the individual cases are represented as points. Standard corresponding analysis is applied to an indicator or disjunctive matrix that organizes cases as rows, and categories of variables as columns (Abdi and Valentin, 2007). The value of MCA is that the greater the number of categorical variables, the more obvious the advantages from this method. This quality of MCA suits the characteristics of and the interactions between the variables investigated in this study.

Assume that there are \( K \) nominal variables, that each nominal variable has \( J_k \) levels, and that the sum of the \( J_k \) levels is equal to \( J \). Suppose that there are \( I \) observations, and the \( I \times J \) indicator matrix is denoted \( X \), so that CA can be performed on the indicator matrix. The CA provides two sets of factor scores: one score for the rows and the other score for the columns. These factor scores are scaled so that their variance is equal to their corresponding eigenvalues (meaning that the row factor scores are normalized to unity).

Let \( N \) denote the grand total of elements in the table, so that the first step of the MCA is to calculate the probability matrix \( Z = X/N \). Here, is denoted as the vector of the row totals of \( Z \), i.e., \( = Z1 \), in which \( 1 \) is a conformable vector of 1’s, and \( c \) is denoted as the vector of the column totals. Thus, \( = \text{disg} \{ c \} \), and \( D_r = \text{diag} \{ r \} \).

The factor scores can be obtained from the following singular value decomposition:

\[
D_r^{-\frac{1}{2}}(Z - rc^T)D_c^{-\frac{1}{2}} = P\Delta Q^T
\]

(1)

Where \( \Delta \) is the diagonal matrix of the singular values, and \( \Lambda = \Delta^2 \Lambda \) is the matrix of the eigenvalues. The row and columns factor scores can be respectively achieved as follows:

\[
F = D_r^{-\frac{1}{2}}P\Delta \quad \text{and} \quad G = D_c^{-\frac{1}{2}}Q\Delta
\]

(2)

The squared \( \chi^2 \) distances from the rows and columns to their respective barycenters are obtained as

\[
d_r = \text{diag}(FF^T), \quad \text{and} \quad d_c = \text{diag}(GG^T)
\]

(3)

Then, to help locate the important factors for a given observation or variable, the
squared cosines between row $i$ and factor $\ell$, and between column $j$ and factor $\ell$ can be obtained as follows:

$$\alpha_{i\ell} = \frac{d_{i\ell}^2}{d_{r\ell}^2}, \text{ and } \alpha_{j\ell} = \frac{d_{j\ell}^2}{d_{c\ell}^2} \quad (4)$$

where $d_{i\ell}^2$ and $d_{j\ell}^2$ are, respectively, the $i$-th element of $d_r$ and the $j$-th element of $d_c$.

Similarly, to help locate the important observations or variables for a given factor, the contribution of row $i$ to factor $\ell$ and of column $j$ to factor $\ell$ are respectively obtained as

$$t_{i\ell} = \frac{r_i d_{i\ell}^2}{d_{r\ell}^2}, \text{ and } t_{j\ell} = \frac{c_j d_{j\ell}^2}{d_{c\ell}^2} \quad (5)$$

where $r_i$ and $c_j$ are elements of $r$ and $c$, respectively.

Supplementary or illustrative elements can then be projected onto the factors. Specifically, let $T_{\text{sup}}^r$ be an illustrative row and $T_{\text{sup}}^c$ be an illustrative column to be projected, so that the coordinates $f_{\text{sup}}^r$ and $g_{\text{sup}}$ are obtained as follows:

$$f_{\text{sup}}^r = (T_{\text{sup}}^r \mathbf{1})^{-1} T_{\text{sup}}^r G \Delta^{-1} \text{ and } g_{\text{sup}} = (j_{\text{sup}}^c \mathbf{1})^{-1} j_{\text{sup}}^c F \Delta^{-1} \quad (6)$$

where the terms $(T_{\text{sup}}^r \mathbf{1})^{-1}$ and $(j_{\text{sup}}^c \mathbf{1})^{-1}$ are used to ensure that the sum of the elements of $T_{\text{sup}}^r$ or $j_{\text{sup}}^c$ is equal to one. If this is already the case, then these terms are superfluous.

Next, CA can be performed on the indicator matrix, which provides factor scores for the rows and columns, and MCA can then be re-scaled with the factor scores given.

By producing several binary columns for each variable, MCA codes the data with the constraint that one and only one of the columns reaches the value 1. In this way, artificial additional dimensions are created, as one categorical variable is coded with several columns. Consequently, the inertia (i.e., variance) of the solution space is artificially inflated, and therefore the percentage of inertia explained by the first dimension is severely underestimated. In fact, it can be shown that all of the factors having eigenvalues less than or equal to $1/K$ simply code these additional dimensions. Specifically, if $\lambda_i$ is denoted as the eigenvalues obtained from the analysis of the indicator matrix, then the corrected eigenvalues of $c^{\mathcal{G}}$ can be computed as
From this formula, a better estimate of the inertia can be given and extracted by each eigenvalue. An average inertia can be calculated as

$$
\Psi = \frac{H - 1}{H - 1} \times \left( \sum_i \lambda_i^2 - \frac{H - 1}{H} \right)^2
$$

A detailed mathematical treatment of this approach can be found in Greenacre (1984), Hoffman and Franke (1986) and in Abdi and Valentin (2007).

Data Description

Appropriate crash data for this study (from 2004 to 2008) were obtained from the geo-database maintained by NDOT. In line with the assumptions of the quasi-induced exposure method, 450 signalized intersections (shown in Figure 1) were selected, and 77,250 crashes were surveyed from the Las Vegas metropolitan area, along with information on crash features (including day, hour, month, location, severity and crash types). Data were also included on traffic volume, vehicle features (vehicle types, vehicle direction, vehicle factors, vehicle driver conditions and vehicle action) and on non-behavioral factors (weather, light, or work zones) for each intersection. The reason that the chosen dataset was selected was, first, that pedestrians were harmed. This fact helped to isolate the pedestrian-vehicle crashes and distinguish between data on responsible and non-responsible pedestrians. For the responsible data, there were 550 pedestrian crashes recorded by police reports and maintained by NDOT from 2004 to 2008, which are official and reliable for the analysis. After the pedestrian-related crashes were extracted, the non-responsible data 76,700 crashes could be assumed to be representative.

Figure 1. Selected Signalized Intersections in Las Vegas.

Results

The distributions of all the selected crashes between vehicles and responsible or non-responsible pedestrians are shown in Table 3. The relative exposure to pedestrian crash severities (from PDO, to injury and to fatality) increased from IR 0.77 to IR 1.24 and to IR 17.67, respectively. In terms of the row distribution, only crashes causing injury were relatively similar among the responsible and non-responsible pedestrian-vehicle crashes. Among the crashes involving non-responsible pedestrians, those causing PDO or fatalities had higher and much lower IRs, respectively.

Table 3. Distribution for Signalized Intersection Crashes in Las Vegas (2004-2008)

It seems reasonable to expect that pedestrian-vehicle exposure should remains table
(IR=0.97) at peak hours, whereas exposure during off-peak hours should vary. According to the data, off-peak daytime hours were over-involved in crashes, and off-peak nighttime hours were under-involved. This pattern was consistent over the five years’ worth of data examined.

As the distribution of crashes might be expected to differ according to the day of the week, this variable was also examined. Data analysis showed that the IRs were very close to 1, which suggested that pedestrian exposure on weekdays and weekends was similar in the case of responsible-pedestrian crashes.

A comparison of different lighting conditions over the five years showed that most of the pedestrian crashes occurred during daylight or darkness, and that more than 60% of the pedestrian-related crashes happened in daylight. It thus seems reasonable to expect that the exposures at dawn and dusk and for unreported/unknown conditions were close to 1, because they represented small percentages. Exposure was lower during the daylight hours (IR=0.85) and higher in the hours of darkness (IR=1.39).

The distributions were also examined with reference to changing weather conditions. The incidence of non-responsible- and responsible-pedestrian crashes showed considerable similarity across all of the weather conditions, and the differences between the distributions were very close (IR=1). The results for each year were similar.

Statistical tests were run to ensure a full quantitative assessment on the validity of the measures of exposure. For the numerical row percentages, a $t$-test was performed on the differences between the percentages of responsible and non-responsible pedestrians. The mean difference between these groups was 0.001, which was not statistically significant ($t$-value=0.012, df =32, two-tailed probability=0.99), implying that there was no significant difference between the percentages of responsible and non-responsible pedestrians.

A one-way analysis of variance was conducted with the actual row proportions (e.g., the percentage of non-responsible pedestrians), because the dependent variables showed that time of day and day of the week did not have any significant influence on pedestrian-related crashes, whereas the effects of overall severity, light, and weather conditions were significant.

After the quasi-induced exposure method confirmed the relative involvement of pedestrian-related variables, MCA was used to test the interactions between the explanatory variables for responsible-pedestrian crashes, so that potential measures could be identified for reducing the pedestrian-related crashes. Table 4 provides the iteration history and shows that the process stopped at the 20th iteration, at which point the convergence test value was reached.
Table 4. Iteration History

Figure 2 displays the interaction results for the principal normalization of all the variables after optimal scaling. The two dimensions together provide an interpretation in terms of distance. If a variable discriminates well, the objects will be close to the categories to which they belong. Ideally, objects in the same category will be close to each other, but categories of different variables will be close only if they belong to the same objects (SPSS Categories 17.0). In Figure 2, dimensions 1 and 2 represent the rows and columns of the MCA, respectively. Severity has three categories: “PDO” and “injury” are close to each other, and “fatal” is very distant. Similarly, for the time of day, the category of peak hours is close to dimension 2; the category of off-peak nighttime hours is close to dimension 1, and only the category of off-peak daytime hours is far from both. Among the five categories of light conditions, “dusk” is near the bottom of the plot; “dawn” is far from the group, and both “daylight” and “dark” are almost the same distance from dimension 1. Similarly, for the weather-condition categories, “rain” is very far from the other categories, and yields a large discrimination measure along dimension 1.

Figure 2. Joint Plot of Category Quantification

In Figure 2, the large discrimination between fatal crashes and PDO/injury crashes is a result of the considerable difference between these categories. Time of day shows a similar difference, as the category of off-peak daytime hours is far from both dimensions, and is substantially different from the other two categories. Among the five categories of light, “dawn” and “dusk,” the greatest difference is between “daylight” and “dark.” In terms of weather conditions, the category of “rain” differs from the others.

The spread of the category quantifications for each variable reflects the variance within that variable, and thus indicates how well each variable is discriminated within each dimension. Among the five variables, almost all of the categories are spread far apart along both dimensions, implying that the five variables discriminate well in both dimensions.

The category-quantification plot provides variable interaction discrimination for determining the dimensions along which a variable discriminates and how that variable discriminates. Figure 2 shows that crashes involving PDO usually occur during off-peak daytime hours, or under dark and dawn light conditions in clear weather. Most crashes causing injury happen during weekday peak hours in daylight or in rainy-weather conditions. Most fatal crashes take place during off-peak nighttime hours on the weekends. These results explain a large number of the phenomena associated with pedestrian-vehicle crashes.

To verify the relationships between the variables, a table of correlations (Table 5) is
constructed. It is clear that an important relationship exists between light conditions and time of day, but the other relationships are less strong.

Table 5. Correlations between Transformed Variables

For each variable in each dimension, the discrimination measure is computed. The measure represents the variance of the quantified variable in that dimension, and has a maximum value of 1. A large discrimination measure corresponds to a large spread in the categories of the variable, which consequently indicates a high degree of discrimination between the categories of the variable in that dimension. The average of the discrimination measures for any dimension equals the percentage of variance calculated in that dimension (SPSS Categories 17.0). The dimensions are ordered according to average discrimination. The first dimension has the largest average discrimination; the second dimension has the second largest average discrimination, and so on.

The discrimination-measures plot in Figure 3 shows that no variable has a large discrimination measure in the first dimension, because almost all of the variables are spread evenly. Severity has a large value in the second dimension, but a small value in the first, and is thus close to the second dimension. Time of day and light conditions have relatively large values in both dimensions, and the values for weather and day of week (although located very close to the origin) discriminate less in the first two dimensions than the values for time of day and light conditions. The weather and day of the week variables are both close to the origin, as obviously the weather in Las Vegas is predominantly clear, and days of the week are counted as either a weekday or as one of the two weekend days.

Figure 3. Discrimination Measures

Discussion

This study presents a quasi-induced method for evaluating pedestrian safety at signalized intersections in a situation where pedestrian exposure data are not available. The study has two primary goals: 1) to describe the methodology and realize the quasi-induced method in pedestrian safety analysis and 2) to examine the significant interactions of variables through multiple correspondence analysis. Both of these goals have been accomplished.

The outcomes of these goals are useful for the improvement of pedestrian safety at signalized intersections. The study demonstrates that the proposed quasi-induced method can be used to evaluate the potential risks of pedestrian-related crashes at signalized intersections. The main advantage of this method is that it can be used to
analyze the influencing variables when pedestrian exposure data are not available.

This method has one weakness that should be considered. The model is appropriate to evaluate pedestrian-related variables when data on the numbers of pedestrian-related crashes are available. However, the lack of data concerning pedestrian attributes and other characteristics of roadways and vehicles (such as geometric design, signal phase or vehicle attributes) may cause under- or over-estimated results, and these potential weaknesses may need to be addressed in further applications.

MCA was selected for this study because this method can handle interactions between three or more categorical variables and produce a simplified matrix displayed in rows and columns. MCA can also generate important risk factor combinations. Crashes involving PDO were found to most commonly occur during off-peak daytime hours, in the dark, or at dawn in clear weather. This finding implies that more attention should be paid to PDO crashes during off-peak hours, and that in poor light the drivers’ ability to see may be affected even in clear weather, necessitating the use of headlights to avoid the risk of collisions.

It is understandable that crashes resulting in injuries occur most often during peak weekday hours, when more pedestrians are on the streets. Weekday commuting continues whatever the weather conditions, and injuries resulting from crashes are probably more severe under rainy conditions. Measures can therefore be taken to alert pedestrians to the traffic conditions during peak weekday hours, such as displaying signs or electronic screens, especially during periods of bad weather.

Most fatal crashes take place during off-peak nighttime hours on weekends. People tend to go out to relax or shop until late into the night. There is more risk of crashes at these times, when the pedestrians are less aware of their surroundings and when both pedestrians and drivers can be tired. Basic reminders (for example, a simple message flashing on the pedestrian signal light pole) should be displayed for both pedestrians and drivers, and drivers should be instructed to take particular care regarding pedestrians during nighttime hours on weekends.

The main contribution of MCA in this study is that it can deal with interactions among all the categorical variables easily and reduce the complicated interactions into a two-dimensional graph, which is helpful to explain the relationships among the variables and guide the decision-making direction. However, one limitation of MCA is that it is not easy for practitioners without professional knowledge to discern each variable among the figures in the rows and columns and to interpret them clearly. Practitioners should therefore be aware of concerning the background information on MCA before any general conclusions are drawn about pedestrian safety.

Conclusions
A quasi-induced method was applied to pedestrian-vehicle crash data to identify the influencing factors in situations where only pedestrian crash data are available. The results showed that overall crash severity, light conditions, and weather conditions were potentially risky factors in the pedestrian crashes examined, whereas the time of day and the day of the week were less risky. To investigate the interactions among all of the variables, MCA was conducted. The results showed that for pedestrian-vehicle crashes, those causing PDO tended to occur during off-peak daytime hours or under dark and dawn light conditions in clear weather. Crashes causing injury usually happened during peak weekday hours, and under daylight or rainy weather conditions. Most fatal crashes took place during off-peak nighttime hours on the weekends.

Two key findings can be drawn from the results of the study. First, the quasi-induced exposure method can be used to derive the potential pedestrian/vehicle-related factors affecting safety at signalized intersections. Second, MCA reveals the relationships between pedestrian crash severity and time of day, day of week, light conditions, and weather conditions, all of which should be taken into account in policies that aim to reduce the pedestrian-related crashes. However, one deficiency of this study is that the IR in the quasi-induced exposure method was not utilized fully in the MCA method, and the means of integrating these two approaches organically needs to be investigated further.

The results of this analysis provide potential insights for practitioners and policy makers concerning pedestrian safety at signalized intersections. Planners may need to improve pedestrianization design to accommodate the walking behavior of pedestrians. Safety officials need to provide education programs and take pedestrianization measures for reducing the risks to pedestrians. In terms of empirical concerns, practitioners and policy makers can take various efficient, coherent and suitable measures to improve pedestrian safety at signalized intersections. Such measures can include using different light intensities during different time periods and various weather conditions, or setting up electronic signs during the peak periods and bad weather conditions.
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Figure 1. Selected Signalized Intersections in Las Vegas. (450 signalized intersections were selected for analysis, from the City of Las Vegas, the City of North Las Vegas, the City of Henderson, and Clark County.)
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<table>
<thead>
<tr>
<th>Item</th>
<th>Scholar</th>
<th>Findings/Contribution</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pedestrian exposure</td>
<td>Qin &amp; Ivan (2001)</td>
<td>Pedestrian exposure prediction in rural areas</td>
</tr>
<tr>
<td></td>
<td>Kennedy (2008)</td>
<td>Pedestrian volumes and crashes estimation at urban signalized intersections</td>
</tr>
<tr>
<td></td>
<td>Greene-Roesel et al. (2010), Schneider et al. (2012)</td>
<td>Overview of pedestrian accident exposure at signalized intersections</td>
</tr>
<tr>
<td>Signalized intersection</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Lyles (1994)</td>
<td>Quasi-induced exposure was firstly proposed</td>
</tr>
<tr>
<td></td>
<td>Stamatiadis and Deacon (1997)</td>
<td>Induced exposure estimates provided an accurate reflection of exposure to multiple-vehicle accidents</td>
</tr>
<tr>
<td></td>
<td>Lardelli-Claret et al. (2006)</td>
<td>Two quasi-induced exposure methods were compared, single-vehicle and two-vehicle collisions</td>
</tr>
<tr>
<td></td>
<td>Jiang and Lyles (2010)</td>
<td>Three or more vehicles involved crashes were extended</td>
</tr>
<tr>
<td></td>
<td>Martinez-Ruiz et al. (2013)</td>
<td>Risk factors for road crashes involving cyclists were investigated</td>
</tr>
<tr>
<td></td>
<td>Keall and Newstead (2009)</td>
<td>Induced-exposure risk estimates were likely to be biased</td>
</tr>
<tr>
<td></td>
<td>Mendez and Izquierdo (2010)</td>
<td>Explored the direction of bias due to speed</td>
</tr>
<tr>
<td>Quasi-induced exposure</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Carson and Manering, 2001; Ulfarsson and Manering, 2004; Kim et al., 2008, 2010; Tay et al., 2011;Abay, 2013;</td>
<td>Multinomial, nested and mixed logit/probit models were employed to evaluate injury severity</td>
</tr>
<tr>
<td></td>
<td>Aziz et al., 2013; Saidharan &amp; Menendez, 2014</td>
<td></td>
</tr>
<tr>
<td>---------------</td>
<td>----------------------------------------------</td>
<td></td>
</tr>
</tbody>
</table>

Table 2 P1-P2 Matrix for Signalized Intersection Crashes in Las Vegas (2004)

<table>
<thead>
<tr>
<th></th>
<th>P2</th>
<th></th>
<th></th>
<th>P1-Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Weekday</td>
<td>Weekend</td>
<td></td>
<td></td>
</tr>
<tr>
<td>P1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>113</td>
<td>76</td>
<td>189</td>
<td></td>
</tr>
<tr>
<td>Weekday</td>
<td>59.8%</td>
<td>40.2%</td>
<td>63.9%</td>
<td></td>
</tr>
<tr>
<td>Weekend</td>
<td>74</td>
<td>33</td>
<td>107</td>
<td></td>
</tr>
<tr>
<td></td>
<td>69.2%</td>
<td>30.8%</td>
<td>36.1%</td>
<td></td>
</tr>
<tr>
<td>P2-Total</td>
<td>187</td>
<td>109</td>
<td>296</td>
<td></td>
</tr>
<tr>
<td></td>
<td>63.2%</td>
<td>36.8%</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

IR(weekday) = 63.9/63.2 = 1.01
IR(weekend) = 36.1/36.8 = 0.98
<table>
<thead>
<tr>
<th>Variable</th>
<th>Category</th>
<th>Responsible Pedestrians</th>
<th>Non-responsible Pedestrians</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>n</td>
<td>%</td>
<td>n</td>
</tr>
<tr>
<td>Severity</td>
<td>PDO</td>
<td>259</td>
<td>47.1%</td>
<td>47028</td>
</tr>
<tr>
<td>(Severity)</td>
<td>Injury</td>
<td>262</td>
<td>47.6%</td>
<td>29476</td>
</tr>
<tr>
<td></td>
<td>Fatal</td>
<td>29</td>
<td>5.3%</td>
<td>196</td>
</tr>
<tr>
<td>Time of day</td>
<td>Peak hours</td>
<td>128</td>
<td>23.3%</td>
<td>18472</td>
</tr>
<tr>
<td>(Time)</td>
<td>Off-peak daytime hours</td>
<td>239</td>
<td>43.5%</td>
<td>40878</td>
</tr>
<tr>
<td></td>
<td>Off-peak nighttime hours</td>
<td>183</td>
<td>33.3%</td>
<td>17350</td>
</tr>
<tr>
<td>Day of week</td>
<td>Weekday</td>
<td>434</td>
<td>78.9%</td>
<td>60344</td>
</tr>
<tr>
<td>(Day)</td>
<td>Weekend</td>
<td>116</td>
<td>21.1%</td>
<td>16356</td>
</tr>
<tr>
<td>Light condition</td>
<td>Dawn</td>
<td>11</td>
<td>2.0%</td>
<td>894</td>
</tr>
<tr>
<td>(Light)</td>
<td>Daylight</td>
<td>331</td>
<td>60.2%</td>
<td>54636</td>
</tr>
<tr>
<td></td>
<td>Dusk</td>
<td>14</td>
<td>2.5%</td>
<td>1561</td>
</tr>
<tr>
<td></td>
<td>Dark</td>
<td>191</td>
<td>34.7%</td>
<td>19153</td>
</tr>
<tr>
<td></td>
<td>Unreported/unknown</td>
<td>3</td>
<td>0.5%</td>
<td>456</td>
</tr>
<tr>
<td>Weather condition</td>
<td>Clear</td>
<td>461</td>
<td>83.8%</td>
<td>64077</td>
</tr>
<tr>
<td>(Weather)</td>
<td>Cloudy</td>
<td>78</td>
<td>14.2%</td>
<td>10258</td>
</tr>
<tr>
<td></td>
<td>Rain</td>
<td>9</td>
<td>1.6%</td>
<td>1813</td>
</tr>
<tr>
<td></td>
<td>Snow/crosswinds/other</td>
<td>2</td>
<td>0.4%</td>
<td>552</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>550</td>
<td>100</td>
<td>76700</td>
</tr>
</tbody>
</table>
Table 4. Iteration History

<table>
<thead>
<tr>
<th>Iteration Number</th>
<th>Variance Accounted For</th>
<th>Loss</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Total</td>
<td>Increase</td>
</tr>
<tr>
<td>20\textsuperscript{a}</td>
<td>1.433479</td>
<td>.000008</td>
</tr>
</tbody>
</table>

\textsuperscript{a} The iteration process stopped because the convergence test value had been reached.
Table 5. Correlations between Transformed Variables

<table>
<thead>
<tr>
<th></th>
<th>Severity</th>
<th>Time</th>
<th>Light</th>
<th>Weather</th>
<th>Day</th>
</tr>
</thead>
<tbody>
<tr>
<td>Severity</td>
<td>1.000</td>
<td>-0.026</td>
<td>0.112</td>
<td>0.046</td>
<td>0.040</td>
</tr>
<tr>
<td>Time</td>
<td>-0.026</td>
<td>1.000</td>
<td>0.407</td>
<td>0.079</td>
<td>0.036</td>
</tr>
<tr>
<td>Light</td>
<td>0.112</td>
<td>0.407</td>
<td>1.000</td>
<td>0.065</td>
<td>0.101</td>
</tr>
<tr>
<td>Weather</td>
<td>0.046</td>
<td>0.079</td>
<td>0.065</td>
<td>1.000</td>
<td>0.033</td>
</tr>
<tr>
<td>Day</td>
<td>0.040</td>
<td>0.036</td>
<td>0.101</td>
<td>0.033</td>
<td>1.000</td>
</tr>
</tbody>
</table>

Dimension | 1 | 2 | 3 | 4 | 5

a. Missing values were input in the mode of the quantified variable.