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Abstract 

Nanoporous alumina has been extensively used in a wide range of applications, including 

template materials for various types of nanomaterials, high surface-area structures for 

energy conversation and storage, bio/chemo sensors, electronic/photonic devices, and so 

on. However, the formation mechanism of the nanopores and the subsequent pore growth 

process towards self-ordered pore arrangements have been under investigation for several 

decades without clear conclusions. The present models may be divided into two main 

groups in terms of the driving force for pore initialization, as well as the subsequent pore 

growth process. One group considers that the driving force is the high electric field across 

the oxide barrier layer at the bottom of the pore channels, which assists metal oxidation at 

the metal/oxide interface, and oxide dissolution at the oxide/electrolyte interface. The 

other group of models assumes that the driving force is mechanical stress originating 

from the volume expansion of the metal oxidation process. This chapter reviews the 

development of these models for nanoporous alumina formation, and discusses their 

advantages and shortcomings. A recent model proposed by us is also described, and 

potential directions for further development are discussed. 

 

1. Introduction of nanoporous alumina 

Nanoporous alumina, also known as anodic aluminum oxide (AAO), has attracted 

extensive attention both experimentally and theoretically in the past several decades, due 

to the unique features such as self-ordered quasi-hexagonal nanoporous structures, 

relative ease to control the pore size and interpore distance by anodization conditions, 

extremely low cost, high thermal stability, and so on.1-21 Nowadays, AAO has been 

commercialized and widely used as convenient templates for non-lithographic synthesis 

of various nanomaterials, including nanodots,22-24 nanowires,25-29 nanotubes,30-32 and 

many others,33-35 for applications in high density magnetic media,36-41 photonic 

crystals,42-49 semiconductor devices,50-58 lithium-ion batteries,59-62 solar cells,63,64 

nanocapacitors,65-69 biosensors, 70-76 and so on.77-88 
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Figure 1. Schematic of self-ordered anodic aluminum oxide (AAO) formed above Al 

substrate, with interpore distance Dint and pore size Dp. A scallop-shaped oxide barrier 

layer exits between the porous layer and the Al substrate.  

 

 Nanoporous structured AAO can be easily fabricated by anodization of aluminum 

in different kinds of electrolytes, such as sulfuric acid,89 oxalic acid,90-93 phosphoric 

acid,94 and chromic acid.94,95 However, for neutral electrolytes with pH in the range of 5 

to 7, only barrier-type alumina thin film can be formed. Here, we only focus on the 

former porous-type anodic alumina (AAO). Figure 1 illustrates the configuration of self-

ordered AAO, which consists of closely packed pore channels perpendicular to the Al 

substrate. The pore size (Dp) and interpore distance (Dint) can be varied from several to 

hundreds of nanometers mainly by changing of anodization voltages.57,92-94,96 A thin 

scallop-shaped oxide barrier layer exists between the porous AAO layer and Al substrate. 

It has been demonstrated for decades that the barrier layer thickness Db, Dp, and Dint have 

linear relationships with anodization voltage.2,3,94,97-99 The dependence may vary slightly 

with temperature and acid concentration. For example, under mild anodization (MA) 

conditions, the voltage dependence of Dp and Db is about 1 nm V-1, and that of Dint is 2.5 

nm V-1.93,98 Recently, Lee et al.92 demonstrated that under hard anodization (HA) 

conditions in which the oxide growth rate is tens of micrometers per hour, the voltage 

dependency becomes 0.4 nm V-1 for the Dp, 1 nm V-1 for Db, and 2 nm V-1 for Dint. A 

slight nonlinear relationship between Dint and anodiation voltage was recently reported by 

the authors under the high acid concentration and high temperature anodization (HHA).90 

HHA can result in much better self-ordering AAO compared with MA in a voltage range 

from 30 to 60 V in oxalic acid based electrolyte, and reduce the time needed to reach self 

organization of the pores from typically two days in MA to only 2 to 3 hours in HHA. 

From the top-view of self-ordered AAO, the pores are arranged in a quasi-

hexagonal pattern. In real cases,100 the whole in-plane pattern usually exhibits local 

variations, with almost perfectly ordered zones separated by disordered zone boundaries. 

The average ordered zone size has been used as an effective factor to evaluate the 

ordering quality of AAO formed under different anodization conditions.90 AAO 

structures with  self-ordered in-plane patterns also usually possess straight pore channels 

in their cross-sectional view, while those with disordered in-plane patterns usually have 

branched channels, with frequent splitting, termination, or merging of the pore 

channels.57,92-94,96 As a result, the aspect ratio of the pore channel, i.e. the channel length 
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to pore diameter, can be greater than 1000 for self-ordered AAO,92,101,102 while the ratio 

may be less than 20 for disordered AAO.92,103 Because the in-plane porous patterns are 

just snap-shots during the growth of the AAO layer, it is the growth stability of pore 

channels during anodization which determines the self-ordering quality of AAO. In 

experiments, only under certain anodization conditions can self-ordered AAO with quasi-

hexagonal in-plane porous patterns be fabricated, such as 25 V in 0.3 M H2SO4 at ~ 0 oC 

with Dint = 63 nm,104 40 V in 0.3 M H2C2O4 at ~ 0 oC with Dint = 100 nm,93 and 195 V in 

0.3 M H3PO4 at ~ 0 oC with Dint = 500 nm.105  

 

 

Figure 2. Schematic of anodic aluminum oxide (AAO) growth process under constant 

voltage condition. (a-d) Morphology development with anodization time increasing; (e) a 

typical current against anodization time relationship, with the corresponding 

morphologies marked along the curve.  

 

A general AAO growth process under constant anodization voltage condition is 

illustrated in Fig. 2, in which four typical stages in terms of AAO morphologies are 

involved. At the beginning stage of anodization, as shown in Fig. 2(a), a thin and 

compact alumina film is quickly formed along the aluminum surface, resulting in 

blockage of the conductivity of the Al and a sharp decreasing of the current towards a 
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minimum value. This process may only take several seconds to complete. Some 

roughness or concavity of the alumina film always exists due to the inhomogeneity of the 

aluminum surface, which may give rise to different oxide formation rates.  

After that, as shown in Fig. 2(b), a large amount of small pores are initiated from 

the concavities of the rough alumina thin film. From the calculation of electric potential 

distribution within alumina,106 the electric potential drop is concentrated within a 

concaved region. As a result, a much higher electric field intensity exists within a 

concavity compared with a flat region. This gives rise to a faster oxide growth rate, 

namely, a small concavity continues penetrating into the aluminum substrate and 

develops into to a pore channel. These small pores, as illustrated in Fig. 2(b), are (i) 

randomly distributed; (ii) have no geometric relationship with anodization voltage (e.g. 

Dint/voltage ratio, Dp/voltage ratio); (iii) have their growth frequently terminated just at 

the surface region of the AAO. During the ignition of the pores, ion transportation takes 

place across the alumina film, mainly focusing at the pore bottom region in which the 

electric field is high enough to assist the ion migration. Thus, the previously blocked 

sample surface has ions passing through with give rise to an increase of the anodization 

current in Fig. 2(e). 

With anodization time increasing, as shown in Fig. 2(c), some initial pores, which 

have larger depths into the Al substrate, will grow faster than their neighboring pores. At 

the same time, they will expand in the horizontal, in-plane direction. As a result, water-

drop shaped pore channels are developed, which have smaller pore mouths and larger 

pore bottoms, as shown in Fig. 2(c). In this stage, the development of the porous structure  

is driven by the electric field, which continuously adjusts the barrier layer thickness in 

order to reach a certain electric field distribution within it. This electric field assists the 

ion migration across the potential barriers, in order to realize ion migration within oxide 

and the electrochemical reactions at the interfaces. In experiments, different anodization 

voltages are found to lead to different barrier layer thickness but the electric field 

distribution is very similar, because the driving force (electric field) for ion migration 

within the alumina is intrinsic. Thus, the anodization voltage directly controls the 

geometry of the barrier layer at the bottom of the pores. With the pore bottom penetrating 

into the Al substrate, a pore channel is left behind, thus the electric field indirectly 

controls the geometry of the pore channels with time increasing. With a water-drop 

shaped pore bottom in Fig. 2(c), geometrically, the contact area between the barrier layer 

and aluminum substrate reaches a maximum compared with the cases in Figs. 2(b) and 

(d). As a result, the ion current, which mainly passes through the barrier layer, reaches a 

maximum value, as noted in Fig. 2(e).  

After the stage of Fig. 2(c), walls of the pores elongated along the growth 

direction are formed and these have much reduced electric field intensity inside them due 

to their length in growth direction. Thus, the pore growth is mainly concentrated at the 

bottom of the pores towards the substrate, and as a result, the water-drop shape of the  

pores is developed into a U-shape, and accordingly the current slightly decreases, as 

shown in Fig. 2(e). After that, the geometry of the pore bottom tends to become stable, as 

a result the current reaches a steady-state value. However, this does not necessarily mean 

that the configuration of the pore bottom is fixed during this stage. Self origination of 

pores continuously takes place in terms of pore combination, splitting, and termination. 
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The self-origination process first happens at the pore bottom and is then manifested by 

the trailing pore channels. It is during this stage that a disordered porous arrangement 

gradually develops into a much better self-ordering porous arrangement, which may take 

hours or days of anodization time. Thus, the self-ordering process takes place during the 

pore channel growth, after pores have already been initiated. 

 

2. Review of pore growth models 

The mechanism of pore growth in AAO has been continuously investigated for 

decades, and currently it is still under debate.1,95,107-127 In terms of the driving force for 

pore growth as well as the self-organization of pores towards ordering, the previous 

models may be divided into two types. One regards electric field as the driving force,2,3,94 

while the other regards mechanical stress as the driving force.120,124,126  

 

2.1. Electric field assisted pore growth 

Hoar and Mott first proposed that the formation and growth of pores in AAO was 

assisted by electric field.108 They suggested that under the high electric field on the order 

of 1 V nm-1 across the oxide barrier layer, O2- ions would be driven from the 

oxide/electrolyte interface to the metal/oxide interface for Al oxidation, while Al3+ ions 

would be driven by the electric field in the opposite direction, across the barrier layer and 

then ejected into the electrolyte. Ion migration in the barrier layer was proposed to take 

place by means of jumping from one interstitial position to another following the 

Cabrera-Mott equation.128 They emphasized that space charge should not be considered 

within the oxide, because the process of ion migration was comparatively easy. 

O’Sullivan and Wood supported the idea that electric field assisted dissolution 

was the reason for pore formation and growth in AAO.94 They proposed that the 

thickness of oxide barrier layer was the result of a competition between oxidation and 

dissolution reactions at the pore bottom. The high electric field could stretch or break the 

Al-O bonds, thus aiding the dissolution of oxide and resulting in a faster rate than open-

circuit chemical dissolution.2,3,94  

Nagayama and Tamura129 demonstrated that during anodization the dissolution 

rate of the pore bottom was 1.04 × 10-4 cm min-1 under 11.9 V and 9.4 mA cm-2, and this 

was about 104 times faster than the rate of 7.5 × 10-9 cm min-1 for the dissolution of the 

pores’ inner surfaces, which can therefore be regarded as solely chemical dissolution. 

Moreover, by calculating the temperature distribution along the vertical pores, they 

demonstrated that the temperature rise at the pore bottom was always negligibly small at 

~0.06 oC.130 Also, Mason131 and Li132,133 found that the temperature rise at the pore 

bottom was higher at about 25oC, but even with this magnitude of temperature rise, the 

associated Joule heat would still be far insufficient to result in the observed high growth 

rate at the pore base. In fact Hunter and Fowle134,135 demonstrated that the electrolyte 

would have to reach boiling temperature in order for such fast growth to occur. Thus, the 

contribution of heat assisted dissolution of oxide should only play a minor role on pore 

growth during anodization.130 
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Several models in different mathematical forms have been developed by 

regarding the electric field as the driving force for pore growth.113-117 Parkhutik and 

Shershulsky proposed a model in which the electric potential in AAO obeyed Laplace 

equation by neglecting space charge within oxide and the electrochemical double layer 

along the oxide/electrolyte and metal/oxide interfaces.113 They proposed that the 

movement of oxide/electrolyte interface was due to the competition between oxide 

formation and electric field assisted dissolution, while the metal/oxide interface should 

move accordingly with the oxide/electrolyte interface. This model predicts a linear 

relationship between Dint and anodization voltage, which was typically observed in 

experiments.  

By using a linear and weakly nonlinear stability analysis, Thamida and Chang 

further developed the above model and predicated a critical pH value of 1.77 for the 

transition from barrier-type to porous-type anodic alumina.114 Moreover, Singh et 

al.115,116 proposed a similar model by considering two situations: a long-wave instability 

resulting from electric field assisted dissolution, and a stabilizing effect of the Laplace 

pressure due to surface energy which provides a wavelength selection mechanism. They 

predicted that when the elastic stress in the oxide layer was significant, self-ordered pore 

arrays can be formed.116  

However, Thamida et al.’s, Parkhutik and Shershulsky’s, and Singh et al.’s 

models were challenged by Friedman et al..99 For example, in their experiments Dint was 

independent of the electrolyte pH at constant anodization voltage,99 whereas the former 

two models predict that Dint (in nm) should vary with the pH according to 2.96V0/(2.31-

1.19pH), where V0 is the constant anodization voltage. Although some of the predictions 

of these models do not agree with the experimental observations by Friedman et al.,99 in 

some aspects,98,99 this does not necessarily mean that electric field is not the driving force 

for AAO growth and self-ordering, because previous models may not reflect the nature of 

electric-field assisted process correctly. Most recently, van Overmeere et al.127 performed 

an energy-based perturbation analysis for pore growth in AAO, and they concluded that 

the electrostatic energy, rather than the mechanical strain energy-induced surface 

instability, was the main driving force for pore initiation as well as a controlling factor for 

pore spacing selection.  

Furthermore, little efforts have been made to quantitatively investigate the electric 

field behavior by means of numerical simulation. For instance, in 2006, Houser and 

Hebert first numerically calculated the static electric potential distribution within AAO 

by considering the Laplace equation, as well as the Poisson equation in which the amount 

of space charge was artificially assumed to correlate with the distance from the pore 

axis.122 To our knowledge, no real-time evolution of the pore growth process during 

anodization has been simulated before our recent reports.106,136 

 

2.2. Mechanical stress assisted pore growth 

During oxidation reaction at the oxide barrier layer of AAO, significant volume 

expansion may take place at the oxide/metal interface. For instance, under 100% current 

efficiency without aby loss of Al3+, the volume expansion ratio, namely, the Pilling-

Bedworth ratio133,137,138, can reach 1.64. However, it should be noted that direct loss of 
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Al3+ ions (without oxide formation) can take  place during anodization,139 which provides 

some spacing for the expanded volume and relief of the compression stress. For instance 

the measured ratio of the formed oxide thickness to the consumed aluminum thickness 

was 1.35, which still indicates a large extent of volume expansion.140 Thus, the 

mechanical compression stress due to volume expansion was recently regarded as the 

driving force for pore growth in AAO, which was proposed to result in the plastic flow of 

oxide from the bottom to the walls of the pores.120,124,126 In particular, recent tungsten (W) 

tracer experiments seemed to support the idea that the AAO formed in phosphoric 

acid141,142 and sulphuric acid 143 was due to the plastic flow of the oxide. According to 

their explanation, if pores were formed by electric-field assisted dissolution, W tracers at 

the pore base would migrate ahead of the W tracers at pore walls, but they found the 

inverse.141-143 However, for the AAO formed in chromic acid144 and alkaline borate 

electrolyte,145,146 the W tracer distribution in the oxide was relatively uniform which 

suggests that the pore formation is due to electric-field assisted dissolution of oxide.144-146 

It is not clear why the pore formation mechanism was different in different types of 

electrolyte, since the electrolyte species were found not to participate in the oxide 

formation reaction.142  

Furthermore, by using the same electrolyte of phosphoric acid141,142 but different 

tracers147,148 of Nd and Hf, the tracer migration distribution within the oxide was found to 

be the reverse of that previously found for W tracer,141-143 and this would indicate 

electric-field assisted dissolution as the pore formation mechanism, just as the previously 

found W distribution would indicate oxide flow as the mechanism. The unexpected Nd 

and Hf tracer distribution was attributed to the faster migration rate of the tracer atoms 

compared with that of Al ions.147,148 However, as noticed by Oh,135 a tracer study alone 

cannot yield sufficient evidence to prove oxide flow or disprove electric-field assisted 

dissolution as the mechanism for pore formation.  

For the stress-driven self-ordering of AAO, Jessensky et al.120,149 proposed that 

repulsive forces between neighboring pores of AAO can arise during anodization due to 

the volume expansion. A moderate anodization voltage was found to result in a moderate 

magnitude of the current efficiency as well as volume expansion ratio, and only under 

these moderate conditions can self-ordered AAO be obtained. However, an important 

question is whether it is the moderate electric voltage (related to electrostatic energy) or 

the moderate volume expansion ratio (related to mechanical energy) which really causes 

the ordering in the porous structure. These two factors cannot be separated in their 

experiments, and so sufficient evidence has not been established to support that the main 

reason for self-ordering in AAO is due to the mechanical stress.  

Recently, Houser and Hebert125,126  proposed a mathematical model for the steady 

state growth of AAO, in which the Al3+ and O2- ions are transported by electrical 

migration and viscous flow. A good agreement between their calculation results and W 

tracer experimental results was obtained.141-143 However, as discussed by Oh,135 a close 

examination of the boundary conditions used in this oxide flow model would show that 

the new oxide would be generated at the oxide/electrolyte interface (by the so-called 

oxygen deposition), which was inconsistent with the observation from O18 tracer 

experiments that the new oxide was only found at the metal/oxide interface.139 
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3. A kinetics model for pore channel growth in nanoporous alumina 

Recently, we have developed a kinetics model for pore-channel growth as well as 

self-organization towards ordering in AAO.106 This model is a further development of 

previous models by regarding electric field as the driving force.113-116 The Laplacian 

electric potential distribution and continuity of the current density within the oxide body 

are considered. Both oxygen and aluminum ion current densities governed by the 

Cabrera-Mott equation in high-electric-field theory are formed by ion migration within 

the oxide as well as across the oxide/electrolyte and metal/oxide interfaces. The 

movements of oxide/electrolyte and metal/oxide interfaces are due to electric-field 

assisted oxide decomposition and metal oxidation, respectively, as governed by Faraday’s 

law. This model has been numerically implemented by a finite element method in order 

to simulate the real-time evolution of the porous structure growth in two-dimensional 

cases corresponding to the cross-sectional view of pore channels.106,136 

 

3.1. Electric potential distribution within AAO 

As has been reported by Houser and Hebert,122 during anodization, space charge 

within the anodic oxide may significantly influence the electric field distribution there. 

Although space charge was considered by Dewald150,151 to successfully explain the 

experimentally observed temperature-independent Tafel slope in the formation of barrier-

type anodic tantalum oxide, Vermilyea152 found that Dewald’s consideration was unable 

to explain the experimental fact that the average electric field is independent of the 

thickness of the anodic oxide film. Thus, whether space charge should be considered 

during anodization still needs further investigations, and here, following Parkhutik and 

Shershulsky,113 Thamida and Chang,114 and Singh et al.,115,116 we neglect space charge 

within the oxide. Thus, the electric potential φ within the oxide obeys the Laplace 

Equation:  

02   .         (1) 

According to Houser and Hebert,122 the potential at the oxide/electrolyte interface 

(typically < 0.1 V) is far smaller than the anodization voltage, and so in the present model, 

the potential there is set to be zero. In addition, as most of the potential drop happens 

within the oxide body but not in the metal substrate or in the electrolyte, the potential at 

the metal/oxide interface is set to be the same as the anodization voltage V0. In this 

chapter, we only investigate anodization under constant voltage conditions. Moreover, 

along the right and left edges of a simulation sample (e.g. the vertical dash dotted lines in 

Fig. 3), the Neumann boundary condition is used. Thus, the boundary conditions are 

summarized as 



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





n

V  

where n is the outward normal unit vector for each sample edge. The electric field is 

given as 
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E .          (5) 

The continuity requirement of the steady-state ion-current density j within the oxide bulk 

can be expressed as follows113-116 

0 j .          (6) 

From the above equations, we can derive the relationship between the electric 

field and current density along the electric-field lines across the oxide barrier layer, which 

will be used later. Electric-field lines are always perpendicular to equipotential contours. 

Consider a very small cylinder with volume Vc ( 0cV ), which starts from the 

metal/oxide interface to the oxide/electrolyte interface along an electric-field line across 

the oxide barrier layer. The top and bottom surfaces of the cylinder are elements of the 

oxide/electrolyte and metal/oxide interfaces with areas represented as So/e and Sm/o, 

respectively. So/e and Sm/o are not equal because of the scalloped shape of barrier layer. 

The side surface Sside of the cylinder is along the electric-field line, so that its outward 

normal vector is perpendicular to the electric-field line. From Eqs. (1) and (5), we get 

0 E , and with Gauss’ Theorem    dSdV
cc SV   nEE  , we have 

      0//
//

  side
S

om
S

eo
S

dSdSdS
sideomeo

nEnEnE .    (7) 

Since 0nE  over Sside, eoE /nE  over So/e, and omE /nE  over Sm/o, where Eo/e and 

Em/o are the electric field intensities at So/e and Sm/o, respectively, and as So/e and Sm/o both 

tend to zero, Eq. (2.7) becomes 

omomeoeo SESE ////  ,         (8) 

where So/e and Sm/o are connected by the same electric-field line. By virtue of Eq. (6) 

which is of the same form as 0 E , the above procedure can be repeated for j to give 

omomeoeo SjSj ////  ,         (9) 

where jo/e and jm/o are the current density magnitudes at So/e and Sm/o respectively. From 

Eqs. (8) and (9), we obtain  

om

eo

om

eo

E

E

j

j

/

/

/

/  .          (10) 

The same derivation process actually holds for any point within the oxide bulk with 

electric-field intensity Ebulk and current density jbulk,  

bulkbulk E

E

j

j *
,          (11) 

where the subscript “*” represents either “o/e” or “m/o, and the oxide bulk point and the 

o/e (oxide/electrolyte) or m/o (metal/oxide) interface point should be connected by the 

same electric-field line. Eq. (10) was first cited before by Parkhutik and Shershulsky,113 

without proof, and its significance, together with that of Eq. (11), is as follows. For a 

given porous structure of AAO, the electric-field intensities can be solved directly from 

Eqs. (1-5). After that, regardless of whether the rate-determining step of the anodization 



10 

process is at the oxide/electrolyte interface, oxide bulk, or metal/oxide interface, if we 

can calculate the current density at one location, e.g. the oxide/electrolyte interface, we 

can obtain the current density at other locations by using Eqs. (10) and (11) directly. The 

location at which the current density is first evaluated may not necessarily be the location 

at which the rate-determining step occurs, but the calculated current density will be 

controlled by the rate-determining step through Eq. (11). Here, we assume that ion 

migration across the oxide/electrolyte interface is the rate-determining step, because the 

oxygen and aluminum ions are weakly bound under the effect of the high electric field.94 

It should be noted that ionic migration in the bulk oxide has been proposed previously as 

an alternative rate-determining step,153 but recent experiments revealed that an increase in 

the acid concentration of the electrolyte, which should play a role directly at the 

oxide/electrolyte interface, can influence the anodization process significantly, such as 

increasing the pore diameter,98 the current density,154 and the oxide growth rate.99 These 

profound changes of the anodization process should be due to changes in the anodization 

conditions at the oxide/electrolyte interface, and this is the basis of the present 

assumption that the rate-determining step is at this interface. In the following, the current 

density at the oxide/electrolyte interface is derived at first, and then the current density at 

the metal/oxide interface is obtained from Eq. (10). Based on these, the interface 

movement equations are established from Faraday’s Law. 

 

3.2. Ion migration  

In AAO formation, Cherki and Siejka’s oxygen transport study using nuclear 

microanalyses of O18 and O16 concluded that new oxide forms only at the metal/oxide 

interface but not elsewhere.139 Also, Davies et al.155,156 found that Xe125 and Rn222 tracer 

distributions in barrier-type anodic alumina films did not tend to broaden. These 

experimental observations imply that the oxidation reaction within the oxide body is 

negligible. On this basis we assume that the cations and anions migrating from one 

interface to another interface are not consumed on their way. On the oxide/electrolyte and 

metal/oxide interfaces, as shown in Fig. 3, the most possible reactions based on previous 

experimental observations are described in the following subsections.  
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Figure 3. Summary of the reactions assumed during AAO growth. o/e means 

oxide/electrolyte interface, and m/o means metal/oxide interface. (Adapted from Ref. 

106.) 

 

3.2.1. Aluminum ion migration 

Direct ejection of aluminum ions from the metal/oxide interface into the 

electrolyte has been indicated in many experiments, such as coating-ratio measurement 

and tracer experiments. The coating ratio, defined as the weight of the oxide formed to 

the weight of aluminum consumed in the anodization process, will be 1.89 if all of the 

consumed aluminum is converted into alumina, or higher if acid anions contaminate the 

anodic oxide, e.g. 2.2 if 14% SO3 contamination exists in the oxide.1 After considering 

the porosity (around 10%)157 of the oxide due to its dissolution in the electrolyte, the 

coating ratio should be about 1.7 (or 1.98 if 14% SO3 contamination exists). However, 

experimentally observed values of the coating ratio are always lower. For example, 

Edwards and Keller158 found that the coating ratio was smaller than about 1.46. 

Spooner159 attempted to obtain a high coating ratio by increasing the current density and 

decreasing the dissolution rate in sulfuric acid (with SO3 contamination in the oxide), but 

only 1.68 was obtained, and under other conditions the coating ratio was lower than 1.61. 

These imply that Al must be lost by another way beside the loss due to pore growth at the 

pore base assisted by the high electric field there, and this cannot be oxide dissolution 

loss at the pore walls or top surface, as these dissolution rates were found to be far 

smaller on the order of 10-8 cm min-1,129,139 compared with the dissolution rate of ~10-4 

cm/min at the pore base.129 A similar conclusion was reached by Cherki and Siejka from 

their O18 tracer experiments,139 which indicated that direct ejection of Al cations in the 
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solution without formation of any oxide should take place. Recent experiments by Wu et 

al.160 also support the net ejection of Al3+ cations across the barrier layer into the 

electrolyte. Thus, it is reasonable to assume that Al3+ cations formed at the metal/oxide 

interface via the reaction 

  3eAlAl 3

(ox)(m) ,         (R1) 

would reach the oxide/electrolyte interface under the drive of the high electric field, and 

are finally ejected into the solution by the reaction  

  3

(aq)

3

(ox) AlAl ,         (R2) 

without oxide formation. R1 is the only source of the aluminum ions migrating through 

the oxide body from the metal/oxide to oxide/electrolyte interface during the anodization 

process, and the density of such current is denoted as jAl,ox, where “ox” means that the 

corresponding aluminum ions migrate through the oxide body. The value of jAl,ox at the 

metal/oxide interface is denoted as jAl,ox|m/o, while that at the oxide/electrolyte interface is 

denoted as jAl,ox|o/e.  

For AAO formation, we must note that those aluminum ions which have traveled 

across the oxide barrier layer do not react to form new oxide at the oxide/electrolyte 

interface, because new oxide was found to form only at the metal/oxide interface but not 

at the oxide/electrolyte interface.139 The situation in barrier-type (i.e. nonporous-type) 

anodic alumina film formation is, however, different, since new oxide was found to form 

at both the metal/oxide and oxide/electrolyte interfaces.155,161 In other words, a net 

aluminum current passes through the oxide barrier layer in both cases of barrier-type and 

porous-type alumina formation, but whether the aluminum ions reaching the 

oxide/electrolyte interface can form new oxide there would determine the type of alumina 

finally formed. We surmise that the acid concentration or the pH of the electrolyte would 

determine the fate of the aluminum ions migrated to the oxide/electrolyte interface, and in 

the model development below, this effect will be incorporated (see Eq. (15) later). 

In addition to the direct ejection of aluminum ions, dissolution of the old oxide to 

form pores should take place at the oxide/electrolyte interface, which is thought to be also 

electric-field assisted, because of the extremely fast dissolution rate at the pore base (~10-

4 cm min-1) compared with the rate at the pore walls (~10-8 cm min-1) as found in 

experiments.129,139 Such a great difference in the dissolution rates should be mainly due to 

the large difference in electric-field intensities between these two locations. Furthermore, 

Siejka and Ortega’s O18 tracer experiments162 showed that oxygen loss during pore 

formation is negligible, which would contradict the dissolution reaction 

(aq)2

3

(aq)(aq)(ox)32 O3H2Al6HOAl  
 assumed in some previous studies,114,133 since this 

reaction would involve the loss of oxygen from the oxide into the electrolyte. Instead, the 

old oxide at the pore base is likely to be consumed by the following decomposition 

reaction:162 

  2

(ox)

3

(aq)(ox)32 3O2AlOAl ,        (R3) 

in which the product oxygen remains in the oxide body, and is then driven by the high 

electric field to reach the metal/oxide interface to form new oxide there. Thus, the so-
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called “electric-field assisted dissolution of oxide” referred to by some previous 

researchers2,94,110 is interpreted here as the electric-field assisted decomposition of oxide 

at the oxide/electrolyte interface. Let jO,dis and jAl,dis denote the oxygen ion and aluminum 

ion current density due to R3 at the oxide/electrolyte interface. Their values are equal, but 

the corresponding ion movements are in opposite directions, i.e.  

disOdisAl ,, jj  .          (12) 

The experimentally established electric-field assisted ejection of aluminum ions into the 

electrolyte, the current density of which is denoted as jAl,o/e hereafter, is contributed by 

aluminum ions produced by oxide decomposition at the o/e interface (of current density 

jAl,dis in R3), as well as ions migrated from the metal/oxide interface (of current density 

jAl,ox|o/e in R2), i.e.  

disAleooxAleoAl ,/,/, jjj  .        (13) 

At the oxide/electrolyte interface, although the aluminum ions ejected into the electrolyte 

come from two sources, the actual ejection process which is reaction R2 has no 

difference from an electrolyte point of view. Physically, this process is governed by the 

high-field theory4,128,163 in which the aluminum ions are assumed to jump across a 

potential barrier WAl at the oxide/electrolyte interface, the effective value of which is 

reduced by an amount αAlaAlqAlEo/e in the jumping direction along the electric field Eo/e, 

and increased by (1-αAl)aAlqAlEo/e in the opposite direction. Thus, the jAl,o/e can be 

expressed as the Cabrera-Mott equation,128 

eo
eoAlAlAlAl

AlAlAl
eoAlAlAlAl

AlAlAleoAl
kT

EaqW
qn

kT

EaqW
qn /

//
/,

ˆ)1(
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(14) 

where nAl is the surface density of mobile aluminum ions at the oxide/electrolyte interface 

which is dependent on electric intensity,4 qAl is the charge of one aluminum ion, νAl is the 

vibration frequency of aluminum ions, αAl is a transfer coefficient related to the symmetry 

of the potential barrier (e.g. if the potential barrier is symmetrical, then αAl = 0.5),  aAl is 

the jump distance (twice the activation distance) of aluminum ions, Eo/e is the electric 

field at oxide/electrolyte interface, Eo/e = |Eo/e| is the electric field intensity, eo /Ê  is the 

unit vector Eo/e/Eo/e, k is the Boltzmann constant, and T is the absolute temperature. The 

Cabrera-Mott equation above contains terms that describe jumps in both the forward and 

backward directions, but in practice, the backward current density (the second term in Eq. 

(14)) is far smaller than the forward one (the first term in Eq. (14)),163 and so to save 

computation time only the forward current was considered in the present numerical 

simulations. Furthermore, following Diggle110 and Vermilyea,164 to describe the fact that 

the dissolution process is strongly influenced by the acid concentration H
C , the current 

density is scaled by the factor 
)( H

C , where η = α/ς[0, 1] is the ratio of the number of 

protons α involved in the dissolution process to the stoichiometric number ς appropriate 

to the dissolution mechanism.110 This power term 
)( H

C was also used in previous 

reports.113-116 Diggle110 stated that only the current of the ion species involved in the rate 
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determining process should be scaled by 
)( H

C , and here, we believe that aluminum 

ions rather than oxygen ions are more likely the rate controlling species, since, as 

discussed above, aluminum ions need to jump across a high potential barrier at the 

oxide/electrolyte interface to enter the electrolyte, while oxygen ions migrate within the 

oxide body towards the metal/oxide interface, and such migration can take place along 

some easy paths such as microchannels139,165,166 or by vacancy motion.162 Thus, after 

neglecting the backward current density and scaling the current density by the acid 

concentration in Eq. (14), the total aluminum ion current which goes into the electrolyte 

is given as  

eoeoAlAlAleoAl EkAn ///,
ˆ)exp( Ej  ,       (15) 

where  kTWqCA AlAlAlHAl /exp     and kTaqk AlAlAlAl / . 

 

3.2.2. Oxygen ion migration 

According to Cherki and Siejka’s oxygen transport study,139 new oxide is only 

formed at the metal/oxide interface, but not at the electrolyte/barrier layer interface or at 

the outer surface of the porous film. This means that O2- ions have to migrate from the 

oxide/electrolyte interface to the metal/oxide interface across the barrier layer under the 

high electric field. Once the oxygen ions reach the metal/oxide interface, the following 

reaction may take place: 

  6eOAl3O2Al
(ox)32

2

(ox)(m) .       (R4) 

R4 accounts for the entire migration of oxygen ions through the oxide body, the current 

density of which is denoted as jO,ox, where “ox” again means that the current goes through 

the oxide body, and the local value of jO,ox at the metal/oxide interface is denoted as 

jO,ox|m/o, while that at the oxide/electrolyte interface is denoted as jO,ox|o/e. In turn jO,ox|o/e is 

contributed by two sources of oxygen ions: one is from water decomposition at the 

oxide/electrolyte interface167  

  2

(ox)(aq)(aq)2 O2HOH .        (R5) 

the current density of which is denoted as jO,o/e, and the other source is from 

decomposition of old oxide at the oxide/electrolyte interface by reaction R3, the current 

density of which is jO,dis which is equal to jAl,dis (Eq. (12)). Thus,  

disOeoOeooxO ,/,/, jjj  .        (16) 

As stated before, after oxide decomposition according to R3, the product 

aluminum ions will jump across the oxide/electrolyte interface to enter the electrolyte, 

while the oxygen ions will not cross that potential barrier but will migrate towards the 

metal/oxide interface by some easy paths. Thus, only those oxygen ions coming from 

water decomposition (with current density jO,o/e from R5) need to jump across the 

potential barrier at the oxide/electrolyte interface, and this current density should also 
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follow the Cabrera-Mott equation.128 By neglecting the backward current density which is 

small, jO,o/e is given as 

eoeoOOOeoO EkAn ///,
ˆ)exp( Ej  ,       (17) 

where  kTWqA OOOO /exp    and kTaqk OOOO / , and the parameters in these 

expressions have similar meanings as in Eq. (2.14) albeit now for oxygen ions. From Eqs. 

(15) and (16), the total ion current density which will go across the oxide/electrolyte 

interface is 

     eoeoOOOeoAlAlAleoOeoAleototal EkAnEkAn ////,/,/,
ˆexpexp Ejjj  .  (18) 

It should be emphasized that in the present model, the oxide body is assumed to be the 

channel for ion migration, and ions are assumed not able to accumulate or be neutralized. 

As mentioned above, we also assume that the jump of ions across the oxide/electrolyte 

interface is the rate determining step for their entire migration across the oxide body, 

where the oxygen and aluminum ions are weakly bound under the effect of the high 

electric field, in accordance with O’Sullivan and Wood’s electric-field assisted 

dissolution theory.94  

 

3.2.3. Relationship between aluminum ion current density and oxygen ion current 

density within the oxide body 

According to the discussion in Sec. 3.2.1 and Sec. 3.2.2, continuous growth of 

porous alumina depends on the outward migration of aluminum ions (with current density 

jAl,ox) and inward migration of oxygen ions (with current density jO,ox) across the oxide 

barrier layer. We propose that these two current densities should have a fixed relationship 

because of the following reason. During anodization, many experiments have proven that 

the metal substrate and the oxide barrier layer are in good contact with each other,94 

although the theoretical volume expansion ratio (the Pilling-Bedworth ratio)133,137,138 

equals to 1.7 at the metal/oxide interface. This implies that the oxygen ions must be 

provided with enough spaces at the metal/oxide interface to form new oxide without 

influencing the close contact between metal and oxide. These spaces can only be due to 

the ejected aluminum ions from the metal/oxide interface which will migrate across the 

oxide barrier layer. As the volume expansion accompanying the oxidation reaction at the 

metal/oxide interface is fixed under a certain anodization condition, the required spaces 

to accommodate such volume expansion for maintaining good metal-oxide contact is then 

fixed, and so the ratio between the outward amount of aluminum ion current density and 

the inward amount of oxygen ion current density,  

eooxO

eooxAl

omoxO

omoxAl

j

j

j

j

/,

/,

/,

/,
 ,        (19) 

should also be fixed during anodization, where jAl,ox|m/o = |jAl,ox|m/o|, jO,ox|m/o = |jO,ox|m/o|, 

jAl,ox|o/e = |jAl,ox|o/e|, and jO,ox|o/e = |jO,ox|o/e|. In Eq. (19), “ox” means that the corresponding 

ions migrate across the oxide, and |m/o and |o/e mean that the values of the corresponding 
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current densities are at the metal/oxide or oxide/electrolyte interfaces, respectively. In 

achieving the second step in Eq. (19), a special case of Eq. (10), namely,  

eo

om
eooxomox

E

E
jj

/

/
/,/,           (20) 

which links the current densities j ,ox|m/o and j ,ox|o/e at two points on the metal/oxide and 

oxide/electrolyte interfaces connected by the same electric-field line, is used for both ion 

species, noting that the electric-field intensities at the two points Em/o = |Em/o| and Eo/e = 

|Eo/e| are common for both species. From Eqs. (12), (13), (16) and (19), and noting that 

jAl,ox|o/e, jO,ox|o/e, jAl,o/e, jO,o/e, jAl,dis, and jO,dis have the same direction eo /Ê  at a given point 

on the oxide/electrolyte interface, 

eo

eoOeoAl

disAl

jj
/

/,/,

,
ˆ

1
Ej








 ,        (21) 

where jAl,dis = |jAl,dis|. Strictly speaking, under different anodization conditions such as 

voltage, electrolyte type, concentration, or substrate grain orientation, β may change a 

little because the volume expansion ratio may change, but the change is expected to be 

small as the oxide density is usually around 3 g/cm3 from experiments.4,168 As a typical 

condition, we set β to be 3/7 in accordance with Siejka and Ortega’s experimental 

results.162 It should also be noted that the β defined in Eq. (19) is not the same as the 

current efficiency µ = jO,o/e/(jO,o/e + jAl,o/e), and so a constant β does not mean that the 

current efficiency is also a constant. 

 

3.3. Interface movement equations 

From Faraday’s law,1 the change in volume V of the oxide caused by a passed 

charge Q carried by ions is 

 zF

MAjt

zF

MQ
V  ,         (22) 

where M is the molecular weight of oxide AlxOy, z = xy, ρ is the oxide density, j is the 

amount of current density corresponding to the reaction, A is the area of oxide surface, t 

is time and F is Faraday’s constant. Since the oxide thickness is given by D = V/A, the 

moving velocity v of a given point at the interface is proportional to the current density as 

EEv ˆˆ j
zF

M

dt

dD




.        (23) 

where E/ˆ EE   is the unit vector of the electric field at that given point on the interface. 

Eq. (23) is not only suitable for the metal/oxide interface where the oxidation reaction R4 

takes place but is also suitable for the oxide/electrolyte interface movement where the 

oxide decomposition reaction R3 takes place. The moving velocity direction is in the 

opposite direction of the electric field at a given point on the interface. More specifically, 

at the oxide/electrolyte interface, the interface movement velocity is vo/e = - jAl,disM/zFρ, 
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and substituting in Eq. (21), and replacing jAl,o/e and jO,o/e by Eqs. (15) and (17), 

respectively, we obtain 

eoeooooeoAlAlAleo EkAnEkAn
zF

M
////

ˆ)]exp()exp([
)1(

Eν 





 .   (24) 

Similarly, the metal/oxide interface movement velocity is vm/o = - jO,ox|m/oM/zFρ, and from 

Eqs. (12), (16), (15), (17), (20) and (21), this is given as 

     omeoOOOeoAlAlAl

eo

om
om EkAnEkAn

E

E

zF

M
///

/

/
/

ˆexpexp
)1(

Ev 





.  (25) 

where omomom E ///
ˆ EE  . In Eq. (25), as in Eq. (20), the two electric-field intensities Em/o 

and Eo/e are those at two points on the metal/oxide and oxide/electrolyte interfaces 

connected by a given electric-field line. It should also be noted that, although Eq. (25) is 

for the velocity of the metal/oxide interface, the present formalism is such that the 

parameters nAl, nO, AAl, AO, kAl and kO all refer the oxide/electrolyte interface where the 

rate-determining energy barrier exists. 

The density of mobile ions nAl and nO on the oxide/electrolyte interface should 

depend on the electric field. For instance, from pulse experiments,4 the relative change of 

the mobile ion density depends exponentially on the electric-field intensity by a factor 

less than 10. A cutoff electric-field intensity Ecutoff  = 1.1 V nm-1 was predicated, above 

which all ions become mobile,4 which means all ions have the possibility to jump over 

the potential barrier to realize migration according to the Cabrera-Mott equation.1,4,128 To 

reflect such experimental results, here, we set the relative change of the mobile ion 

density to depend exponentially on the electric-field intensity as 
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for Al3+ ions,106 where 0

Aln  is the number of Al3+ ions when all of them are mobile and λ 

= 0.2. For O2- ions the same relationship was used. Other λ values, such as 0.1 and 0.5, 

has also been checked, but no significant difference was found in the simulation results 

compared to the case of λ = 0.2, because at the pore bottom the electric field intensity is 

always around 1 V nm-1. 

At the oxide/electrolyte interface, Valand and Heusler experimentally established 

the following relation between the O2- current density jO,o/e and the Al3+ current density 

jAl,o/e :
169 
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where the slope 1.38 is independent of the pH of the electrolyte from 0 to 11. By 

substituting Eqs. (15) and (17) into Eq. (27), we can set a relationship of kO/kAl = 1.5 for 

the simulation.  
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In order to reduce the complexity involved with the number of  parameters in the 

interface movement equations of Eqs. (24) and (25), we adopt the following reduced 

parameters in our model:  

 kTWqCnAnB AlAlAlHAlAlAlAl /exp00   
,     (28) 

 kTWqnAnB OOOOOOO /exp00   .      (29) 

By substituting in Eqs. (26-29), Eqs. (24) and (25) become 
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The values of BAl and BO were estimated based on each of the parameters 

involved, which can produce an oxide growth rate on the order of 1 nm s-1 at the pore 

bottom as is commonly observed in mild anodization experiments.92,93 For instance, BAl 

and BO can be set within the ranges of [0.12, 1.5] A m-2 and [0.024, 0.12] A m-2, 

respectively. An example value of BAl = 1 A m-2 can be obtained by using physically 

reasonable values for the various parameters,4 such as charge density 
AlAl qn0  = 1800 C 

cm-3, vibration frequency ν = 1012 s-1, temperature T = 275 K, pH = 1, η =1 and potential 

barrier WAl = 1.105 eV.  

 

4. Simulation results and discussion 

 The above model has been numerically realized by the finite element method to 

simulate the real-time evolution of pore growth during anodization.170 Although the 

model may be applicable for three-dimensional simulations, for the sake of computational 

simplicity, only two-dimensional (2-D) simulations corresponding the cross-sectional 

views of pore channels were conducted.106,136 The pore channels start to grow from a pre-

patterned configuration, in which small concavities have already existed on the alumina 

surface. These concavities may represent the defects on the sample surface. Also, 

according to the simulations as well as experiments, pre-patterns cannot determine the 

final configuration of AAO after enough anodization time when the self-organization 

condition has been established, after which the configuration is controlled by the 

anodization conditions or simulation parameters.106,136 Details of the simulation results 

and experimental comparisons have been reported elsewhere,102,106,136 and here, we just 

provide some typical examples.   
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Figure 4. Simulated growth process of porous structure in AAO, starting from a pre-

patterned initial configuration at t = 0 with an initial barrier layer thickness 20 nm. The 

simulation parameters are 40 V; BO = 0.072 A m-2; BAl = 0.72 A m-2, kO/kAl = 1.5; kO = 3.8 

nm V-1; β = 3/7. The simulated porous structures at anodization time points of t = 50 s, 

100 s and 250 s are shown. (Adapted from Ref. 170.) 

 

Figure 4 shows how two small initial cavities in a pre-patterned alumina surface 

will evolve into steady-state U-shaped pore channels. At the anodizaiton time t = 0, the 

initial configuration has two concavities with diameter 20 nm. The interpore distance is 

200 nm, satisfying the stable interpore distance to voltage ratio of ~ 2.5 nm V-1 typically 

found in mild anodization experiments.92,93 The barrier layer is flat along the oxide/metal 

interface, and has a thickness of 20 nm at the pore bottom region. Because of the 

Neumann boundary condition in Eq. (4) for the left and right edges of the sample, the 

present simulation represents an infinite series of repeating units. The simulation 

parameters are listed in the caption of Fig. 4. 

 With time increased to 50 s in Fig. 4, the oxide growth accelerates around the 

pore bottom regions, due to the concentrated electric-potential distribution there which 

gives rise to much higher electric-field intensity compared to the pore walls and the top 

surface of the sample. The initial pores develop into water-drop shaped pore channels, 

which were typically observed in experiments at the beginning of anodization, appears. 

Also, a scallop-shape of the oxide barrier layer frequently observed in experiments171,172 

is formed from t = 50s onward.171,172 With time increased to 250 s, U-shaped pore 

channels corresponding to the usual steady-state configuration of AAO are developed. 

From Eqs. (30) and (31), the interface velocity exponentially depends on the electric field 

along the interface.  In a domain with finger-like features connected by a thin common 

base the Laplacian electric-potential distribution has to exhibit concentrated potential 

drop within the base region, and this leads to the faster oxide growth rate  at the bottom 
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of the pores driven by the electric field. In addition, from the steady-state configuration in 

Fig. 4, the average barrier layer thickness along the two pore axes is 41.7 nm, which is in 

accordance with the stable barrier-layer thickness-to-voltage ratio of ~ 1 nm V-1 found in 

experiments.92,172,173  

 

 

Figure 5.  AAO porous structures after 700 s anodization time. The simulation cell 

initially contains (a) 1 initial pore; (b) 2 initial pores; (c) 3 initial pores. Each initial 

configuration is centro-symmetric. Except the number of initial pores, the initial pore 

dimensions, as well as anodization conditions (voltage, BAl and BO), are the same as in 

Fig. 4 (40 V; BO = 0.072 A m-2; BAl = 0.72 A m-2, kO/kAl = 1.5; kO = 3.8 nm V-1; β = 3/7). 

(Adapted from Ref. 106.) 

 

Fig. 5 shows the results of another set of simulations which were different from 

Fig. 4 in terms of the initial configurations, but the same in terms of other simulation 

parameters. Among the three initial configurations simulated, only that in Fig. 5(b) has 

the initial interpore distance-to-voltage ratio satisfied the 2.5 nm V-1 self-ordering 

condition found in mild anodization experiments.92,93 In Figs. 5(a) and 5(c), the initial 

interpore distance-to-voltage ratio are 5.0 and 1.7, respectively. In Fig. 5(b), stable 

growth of the pore channels takes place, with the initial interpore distance-to-voltage 
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ratio maintained, at all times within the simulation. However, for both Figs. 5(a) and 5(c), 

the growth of the pore channels is unstable, with branching of the single pore happening 

in the former, and termination of two of the three pores in latter. However, self-

organization takes place, and after an enough long anodization time (here, 700 s), , the 

final configurations of both Figs. 5(a) and 5(c) reach to the same interpore distance-to-

voltage ratio as in Fig. 5(b). This indicates that the final configuration of pore channels 

does not depend on the initial configuration, but is determined by the simulation 

parameters, which have been set the same for these three simulations. Fig. 5 also 

confirms that our simulation can reproduce the typical experimental result of interpore 

distance-to-voltage ratio of ~ 2.5 nm V-1.  

 

Figure 6. Plot of current density against time corresponding to the anodization process 

with (a) 1 initial pore in Fig. 5 (a); (b) 2 initial pores in Fig. 5 (b); (c) 3 initial pores in Fig. 

5 (c). (Adapted from Ref. 106.) 

 

 Figure 6 shows the current density against time relationship corresponding to the 

pore channel growth process in Fig. 5. The evolution trend is much similar to the 

illustration in Fig. 2. However, for the case of two initial pores in Fig. 6(b), much shorter 

time of ~ 75 s is required to reach the steady-state current density (~ 20 A m-2) compared 

to the other two cases. Due to the incommensurate interpore spacing in the pre-pattern 

with the applied voltage, the case with one initial pore takes ~ 150s and that with three 

initial pores takes ~500 s to reach the steady state. In experiments, for instance, if a pre-

pattern has already been formed by a first-step anodization, then during a second-step 

anodization the current density needs less time to reach steady state than the first 

anodization process.133,174 

It should be noted that the simulation parameters used in both Figs. 4 and 5 are 

located within a window in which stable, self-ordered pore growth always occurs.106 If 
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the parameters are selected from outside this window, then, as shown in our previous 

reports,106 the pore-channels cannot maintain straight, but frequently branch or terminate 

during their growth. This window of simulation parameters corresponding to stable pore 

growth should correspond to the experimentally established window of processing 

conditions under which self-ordered AAO formation occurs.  

 

 

Figure 7. Simulation of pore channel growth in AAO starting from (a) the same initial 

configuration (t = 0 s), but under different values of BAl ( H
C ): (b) 0.3, (c) 0.96, (d) 

1.32, and (e) 1.56 A m-2. Other parameters are kept the same (40 V, BO = 0.096 A m-2, 

kO/kAl = 1.5, kO = 4.2 nm V-1,  = 3/7). (Adapted from Ref. 136.) 

 

For instance, Fig. 7 shows how the same initial configuration (Fig. 7 (a)) can 

develop in different stable or unstable manners under different values of BAl,. From Figs. 

7(b) to 7(e), by increasing BAl, only, the configuration at prolonged simulation times can 

vary from a barrier type in Fig. 7(b), to an unstable porous structure in Fig. 7(c), stable 

structure in Fig. 7(d), and back to unstable porous structure in Fig.7(e). From Eq. (28), 

BAl is proportional to the H+ concentration H
C  in the electrolyte. For comparison with 

experiments, therefore, we can regard the change of BAl as only due to the change of H
C , 
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which can be easily varied in experiments by controlling the acid concentration. Good 

agreements between the simulation results in Fig. 7 and experimental results by changing 

acid concentration only have been demonstrated, the details of which can be found in our 

previous report.136 

 

Figure 8. Map of BO and BAl conditions for different types of nanoporous alumina 

structures to occur. (40 V, kO/kAl = 1.5, kO = 4.2 nm V-1,  = 3/7) (Adapted from Ref. 136.) 

 

The situation depicted in Fig. 7 is only one typical trend with BAl increasing, as 

shown in Fig. 8. By varying both BO and BAl while keeping other simulation parameters 

the same as Fig. 6, a map is plotted which shows the growth stability of the same initial 

porous structure under different parameter values. Fig. 8 shows that, under a certain BO 

value, the structural transformation trend is from barrier-type to unstable porous to stable 

porous and unstable porous again with BAl increasing. Fig. 8 indicates that the stable pore 

growth region is very narrow, and this explains why the experimental processing window 

for self ordering is very narrow.91-93 

 

5. Outlook 

In the model presented in Sec. 3, space charge within the AAO body and the 

double-layer effects along both the oxide/electrolyte and metal/oxide interfaces have been 

neglected. If space charge is considered, the Poisson equation for electric-field 

distribution in AAO should be used. The question is how the space charge can distribute 

within AAO. In addition, volume expansion during oxidation reaction may produce a 

significant compression stress at the oxide barrier layer. To incorporate the effects of the 

stress field into the current electric-field based model may be an important step that 
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would end the current debate in terms of the driving force. Furthermore, in real cases, due 

to the contamination of electrolyte ions within the outside layer of the AAO pore 

channels, both electric-potential distribution and oxide density may vary. A complete 

model should also consider the electrolyte type dependent effects. The above factors may 

be correlated with each other and require future investigations.  

 

6. Conclusions 

Different growth mechanisms for nanoporous alumina have been reviewed. In 

terms of driving force, the previous models may be summarized into two groups, namely, 

electric-field assisted, and mechanical-stress induced mechanisms. A kinetics model 

recently developed by the authors has been presented. In our model, pore growth is 

driven by electric-field assisted oxide decomposition at the oxide/electrolyte interface and 

oxide formation at the metal/oxide interface. Numerical simulation of two-dimensional 

pore-channel growth in nanoporous alumina with pre-patterned initial configurations has 

been performed by the finite element method. To the best of our knowledge, this is the 

first successful attempt to numerically simulate the real-time evolution process of porous 

alumina growth, starting from non-steady-state initial porous configurations to reach 

steady-state configurations. This model can capture typical features observed in 

experiments including pore-channel growth and self-organization processes towards 

ordering, which supports that electric field can be the key driving force for pore growth in 

nanoporous alumina. 
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