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Virtual Topology Design for
Minimizing Network Diameter and
Average Hop Count in WDM Networks

Bin Wu, Kwan L. Yeung, and Pin-Han Ho

Abstract—We design virtual topologies in wavelength di-
vision multiplexing (WDM) networks to minimize the net-
work diameter and average hop count, where network diam-
eter refers to the number of hops of the longest shortest path
and average hop count is the average number of hops among
the shortest paths of all node pairs. Such objectives are im-
portant to WDM networks, especially to those with statisti-
cal multiplexing mechanisms such as optical burst switch-
ing (OBS) and optical packet switching (OPS). By
minimizing the network diameter and average hop count,
optical packets or bursts will experience less contention loss
and smaller delay due to a reduced number of intermediate
nodes en route. In this paper, we first formulate an integer
linear program (ILP) for optimal design of virtual topologies
with minimized network diameter and average hop count.
Then, a novel heuristic least weight minimum diameter
(LWMD) is proposed to find good solutions efficiently. Based
on the virtual topology obtained, we further design two traf-
fic accommodation schemes to provision wavelengths under
a given traffic matrix, with guaranteed network diameter
and minimized network resource consumption.

Index Terms—Hop count; Network diameter; Virtual
topology; Wavelength division multiplexing.

I. INTRODUCTION

avelength division multiplexing (WDM) technology

has enabled efficient communications by combining
hundreds of high-speed wavelength channels onto a single
fiber for parallel data transmission [1]. Nowadays, the band-
width of a wavelength channel can be 40 Gbps [2] or above,
whereas most subrate applications only require a band-
width much less than this level. If the conventional circuit
switching is carried out by taking the full bandwidth of a
wavelength as the smallest granularity, each subrate appli-
cation will engross a full wavelength capacity, which will se-
riously underutilize the bandwidth. Although various traffic
grooming schemes [3-6] have been proposed to enable band-
width sharing among multiple subrate applications,
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bandwidth utilization is still limited by the circuit-switching
nature of those schemes.

To achieve higher bandwidth utilization, optical burst
switching (OBS) [7-14] and optical packet switching (OPS)
[14-17] have been proposed to leverage statistical multi-
plexing. OPS can achieve the highest bandwidth utilization,
but it requires fast optical switching and optical buffer tech-
nologies, which are still far from reality [15]. OBS is based
on more mature optical technologies. It relies on a one-way
resource reservation scheme for contention resolution, but
its performance is greatly affected by burst contentions in
the network.

In OPS- and OBS-based WDM networks, network diam-
eter and average hop counts are two important performance
metrics. Network diameter is defined as the hop count of the
shortest path between the two furthest apart nodes in the
network, or the hop count of the longest shortest path. Av-
erage hop count is the average number of hops of all shortest
paths, where each shortest path is found between a distinct
node pair and all node pairs in the network are taken into
account.

To illustrate the importance of network diameter and av-
erage hop count, we consider the hybrid OBS switching
paradigm proposed in [12], where in-band signaling is
adopted. A control packet is sent ahead of the data burst for
wavelength reservation. After a predetermined offset time,
the data burst is sent along the same route (i.e., in-band sig-
naling) without knowing the result of the wavelength reser-
vation. If the control packet can successfully reserve a wave-
length at each and every hop, an optical path will be
scheduled to transmit the data burst all-optically to the des-
tination. Otherwise, both the control packet and the subse-
quently arrived data burst will be dropped at an intermedi-
ate node due to reservation failure. Although the data burst
is transmitted all-optically, the control packet must be elec-
trically processed at each hop. To support such optical-
electrical hybrid switching, by default each intermediate
node works in an O-E-O mode for receiving and processing
the control packet. A successful reservation by the control
packet at an intermediate node will schedule a period of
time for the subsequent all-optical transmission of the data
burst. The offset time (between sending the control packet
and the data burst) must be sufficiently large to allow con-
trol packet processing at all intermediate nodes. If the (O-
E-O) hop count of the connection can be reduced, the loss of
both the control packet and data burst due to contention will
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be reduced, and this also helps to minimize the traffic delay
caused by the offset time. Similarly, in the OPS scenario, if
the hop count of the connection can be reduced, optical pack-
ets will encounter less contention, and the performance of
the OPS network can also be improved.

In WDM networks, minimizing connection hop counts can
be achieved by virtual topology design [12,18-24]. Specifi-
cally, we can pick up a wavelength channel from each of a
set of consecutive fiber links and connect them to form a
lightpath [19], where optical signals can traverse the light-
path transparently (and without O-E-O conversion). Effec-
tively, the lightpath becomes a single virtual hop/link. With-
out loss of generality, we assume that a lightpath uses the
same wavelength on each fiber link.

In this paper, we focus on virtual topology design that
aims at minimizing the network diameter as the primary
objective and average hop count as the secondary objective.
Note that the network diameter is the maximum hop-count
limit for all connections (if shortest-path routing is adopted).
Although virtual topology design has been extensively stud-
ied in the literature [12,18-24], we only found two papers
[12,18] on minimizing the network diameter. Notably, the
work in [18] only considers linear and ring physical topolo-
gies, and the work in [12] adopts the simulated annealing
technique [25] to minimize the network diameter in optical
mesh networks. Neither of them directly addresses the issue
of minimizing the average hop count.

We take both the network diameter and average hop
count into account. An integer linear program (ILP) for op-
timal virtual topology design is first formulated. To avoid
the huge computational complexity of the ILP, we propose
an efficient heuristic least weight minimum diameter
(LWMD). Unlike the randomized simulated annealing ap-
proach in [12], LWMD systematically constructs virtual to-
pologies in a deterministic manner. Because WDM networks
do not necessarily have bidirectional links, we focus on gen-
eral WDM networks with unidirectional links. Based on vir-
tual topologies generated by LWMD, two traffic accommoda-
tion schemes are proposed to provision wavelengths for a
given traffic matrix. Our objective is to keep the same net-
work diameter while minimizing network resource con-
sumption.

The rest of the paper is organized as follows. Section II
formulates the ILP for optimal virtual topology design. Sec-
tion III details the LWMD mechanism and presents some
numerical results. The two traffic accommodation schemes
are proposed in Section IV, and we conclude the paper in
Section V.

II. ILP FORMULATION

A. General Idea

Since we want to minimize both the network diameter
and average hop count, we can denote the objective function
of the ILP as a linear weighted sum of the two parameters.
There are two key issues in the ILP: 1) we need to formulate
how virtual links are constructed in the physical topology
such that the ILP can search for the optimal solution in its
optimization process, and 2) based on the virtual topology
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yet to be determined, we need to formulate all-pairs shortest
paths to determine the network diameter and the hop count
of the shortest path between any pair of nodes.

We adopt the flow conservation property [26] of a virtual
link to solve issue 1. If there is a virtual link from node x to
node y, then x must have an outgoing wavelength channel
for this virtual link and y must have an incoming wave-
length channel. Meanwhile, all other nodes in the network
must have an equal number of incoming and outgoing wave-
length channels for this virtual link.

To address issue 2, we use Floyd—Warshall algorithm [26].
Floyd—Warshall algorithm is a very efficient iterative algo-
rithm for calculating the shortest paths of all the node pairs
in the network, and its pseudocode is shown in Fig. 1.

B. Notation List

D General integer variable. It is the network diameter.

dfy General integer variable. It is the hop count of the
shortest path from node x to node y in the kth
iteration.

gﬁy Binary variable. It takes 1 if d§y>dfk+dﬁy, and 0
otherwise.

vy, Binary variable. It takes 1 if there is a virtual link

from node x to node y, and 0 otherwise.

p;fy Binary variable. It takes 1 if there is a virtual link
from node x to node y, and this virtual link traverses
directed fiber link (i,j) from node i to node j. Other-
wise it is 0.

W Predefined constant. It is the number of available
wavelengths on each fiber link.

I Predefined constant. It is an integer large enough (/
> D) to represent the infinite distance of two nodes in
the initialization step of Floyd—Warshall algorithm
(see Fig. 1), if the two nodes are not directly connected
by a link.

C Predefined constant and C>1.

B Predefined constant. It is the weighting factor be-
tween the network diameter and average hop count in
the objective function of the ILP. Its value can be de-
termined according to the particular engineering de-
sign emphasis.

N  The set of all the N nodes {0,1,2,...,N-1} in the
network.

E The set of all the directed links in the physical
topology.

Flovd-Warshall Algorithm

dist(i, j): the hop count of the shortest path from node i to node ;.
cost(i, /): the cost of link (7, /), or o if no link from node 7 to node /.
N: the number of a set of nodes {0, 1,2, ..., N-1}.

Initialization:
for (i=0; i<N; i++)
for (j=0; j<N; j++)
dist(i, j) = cost(i, j);

for (k=0; k<N; k++)
for (i=0; i<N; i++)
for (j=0; j<N; j++)
if (dist(i, k) + dist(k, j) < dist(i, /) )
dist(i, j) = dist(i, k) + dist(k, j);

Fig. 1. Pseudocode of Floyd—Warshall algorithm.
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C. ILP Formulation

Objective:
minimize]D + B>, >, di\; (1)
xeN yeN:y#x
Subject to:
2 pﬁ{v =0y, VxyeNx#y; (2)
(xj)cE
E pf%,:vxy, Vx,y € Nix #y; (3)
(iy)eE
E p%,: E pff, Vx,ye Nx#y,
(ij)<E (i)eE
Vj e Nyj #x,y; (4)
> X ph=W, V) ek (5)
xeN yeN:y#x

dgyzl(l—vxy)+v Vx,y e Nx #y;

Xy

(6)
d%=0, Vxel; (7)
A5 <dh, VaykeN; )
dﬁ;l Sdfk*’diy’ vxry?k EN; (9)
k 1 k k k

gﬂfyB E(dxy_dxk_dky)’ vx’y’k EN; (10)

1
gy =1-gldy+di,-dy), VaykeN; (11
dit=dby v dh, - C(1-gk), VaykeN;  (12)
dfy“ = dfy - Cgﬁy, Vx,y,k € N; (13)
D=dY,  Vx,yeN. (14)

xy?

Objective (1) minimizes a linear weighted sum of the net-
work diameter and the total hop count. The set of con-
straints (2)—(5) are used to formulate the virtual links, and
the remaining constraints (6)—(14) are used to implement
Floyd—Warshall algorithm.

Focusing on virtual link formulation, constraints (2)—(4)
specify the flow conservation property of a virtual link. In
particular, constraints (2) and (3) say that if there is a vir-
tual link from node x to node y, then it must have an outgo-
ing wavelength channel at x and an incoming wavelength
channel at y. Constraint (4) requires that all other nodes in
the network must obey flow conservation for those wave-
length channels used to implement this virtual link. Con-
straint (5) means that the total number of wavelength chan-
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(a) Ring physical topology.  (b) Virtual topology with a diameter of 2.

Fig. 2. Optimal ILP solution for a ring topology with N=4, W=3,
and B=0.

nels on each link is W, which can be used to implement
those virtual links passing through this physical link.

To implement Floyd—Warshall algorithm, constraints (6)
and (7) are the initialization steps (see Fig. 1) based on the
virtual topology (yet to be determined by the optimization
process). If there is a virtual link from node x to node y, then
the initial distance dgy is set to 1 (hop) and otherwise dfc)y
= (represented by I). A node has a 0 distance to itself ac-
cording to constraint (7). Constraints (8) and (9) bound the
distance dﬁ; L in the (k+1)th iteration using the result
min(dﬁy,dfk +d£y) obtained in the kth iteration. Constraints
(10) and (11) define g£,, which takes 1 if df, >d%,+d}, and 0
otherwise. By working with constraints (8)—(11), constraints
(12) and (13) further ensure that dﬁ;lzmin(dfy,d§k+d;§y),
which properly implements the main iteration of Floyd—
Warshall algorithm. Finally, constraint (14) finds the net-
work diameter D from the hop counts of the all-pairs short-

P
est paths saved in ..

D. An Example

Figure 2(b) shows an optimal ILP solution for the four-
node ring topology in Fig. 2(a) with three wavelengths on
each link, where we set B=0 in objective function (1) to
minimize the network diameter only. Compared with the
physical topology in Fig. 2(a) with a network diameter of 3
and an average hop count of 2, the virtual topology in Fig.
2(b) has a network diameter of 2 and an average hop count
of 1.5. If we set B=1 in objective (1), we can get another op-
timal solution with a network diameter of 2 and an average
hop count of 1.33. In general, 8 can be used to manipulate
the weights of the two minimization objectives in objective
function (1), and its value can be determined according to
the emphasis of particular engineering designs.

III. LWMD ALGORITHM

Solving the ILP in contraints (1)—(14) is too time consum-
ing. In this section, we propose an efficient heuristic LWMD
to minimize both the network diameter and average hop
count.

A. General Idea

In LWMD, each of the available wavelengths {\;|W=1
=1} is sequentially used to construct the virtual topology.
We use current topology V to represent the virtual topology
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constructed so far. Each edge in V is a virtual link that cor-
responds to a virtual hop. The virtual link is implemented
by pre-cross-connecting the same wavelength on several
contiguous physical links. For simplicity, we say that a vir-
tual link is over \; if it is operated at \;. In such a virtual
topology, an all-optical path may consist of several virtual
links over different wavelengths, and thus wavelength con-
verters may be required to connect those virtual links.

The current topology V is first initialized to the same as
the physical topology, with each virtual link over A;. In other
words, \; is used to ensure the same connectivity as in the
physical topology. Then we sequentially use Ag—\y to im-
prove the current topology V, with the goal of minimizing
the network diameter and the average hop count. This pro-
cess is called wavelength scanning. By default, we treat \;
as an already-scanned wavelength.

Without loss of generality, we consider the scanning pro-
cess of \; (W=s=2). First, we add \; to V. This is done by
translating each physical link into a virtual link over A, and
then adding the virtual link to V. In essence, it means that
at the beginning each physical link is treated as a virtual
link over \,.

After \, is added, LWMD constructs a set of tentative to-
pologies from V, among which the best one is used to update/
improve V. Define the longest shortest path (LSP) as the
path with the largest hop count among the all-pairs shortest
paths [26]. To construct the set of tentative topologies, we
first find all LSPs in V. Each tentative topology V' is ob-
tained from V by merging two adjacent virtual links on an
LSP to form a single virtual link over \,. This can reduce the
(virtual) hop count of the target LSP by 1. Then a set of ten-
tative topologies can be obtained by considering all possible
mergings on each LSP. The merging process is detailed in
the next subsection.

For a tentative topology V', we define the total (shortest
path) hop distance between all node pairs in V' as its
weight, or

W)= > hy, (15)

ijeV’

where h;; is the (virtual) hop count of the shortest path from
node i to node j. When the weight is divided by the number
of node pairs, we get the average hop count of the shortest
paths. In other words, minimizing weight is the same as
minimizing the average hop count.

Among all the tentative topologies V' obtained, the one
with the least weight is chosen to update V, provided that
both its diameter and weight are not larger than that of V.
Based on the updated current topology V, we identify a new
set of LSPs and repeat the above process to find another V’
to improve V. The \; scanning process ends when V cannot
be further improved. That is, each and every obtained ten-
tative topology V' has either a larger diameter or a larger
weight than V. At this point, we say that \; is exhausted,
and we proceed to scan the next wavelength. The final solu-
tion is reached when all Ag—\y have been scanned and ex-
hausted.
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B. Merging for Tentative Topology Construction

The key issue in the LWMD algorithm is to construct the
set of tentative topologies V’'. Assume )\, is being scanned,
and two adjacent virtual links @ —b and b —c on an LSP are
to be merged to construct a new V’. If both virtual links are
over the same wavelength \,, we can simply replace them by
a new virtual link a —c over \,, i.e., \; on a —b and b —c are
used to construct the new virtual link a —c.

If the two virtual links are over different wavelengths, the
merging process is more complex. We first assume that vir-
tual link a —b is over A,;, and b —c is over another (previ-
ously scanned) wavelength \; (s>i=1). In this case, the two
virtual links cannot be directly merged using \,. This is be-
cause b —c (over \;) was established during the previous \;
scanning, and it must remain in V'. If b—c (over \;) is
replaced/removed during the current A\, scanning, then the
reduction in network diameter and weight achieved by pre-
vious scanning (if any) cannot be honored.

Our approach is to find an alternative path Py, (over \,)
from node b to node ¢ in V and merge Py, (instead of virtual
link b —c over \;) with a —b. Py, must only consist of intact
virtual links over Ay, which have never been involved in any
merging process since N\, was added to V. In other words,
each intact virtual link corresponds to a physical link. Due
to this property, we call Py, an alternative physical path
(APP). If multiple APPs exist, the shortest one is chosen,
and is merged with a —b to form a new virtual link a —c¢
over \,. A tentative topology V' is thus obtained by adding
a—c (over \y) to V. At the same time, the old a — b (over \y)
and all the intact virtual links (over A;) along Py, are re-
moved.

Next we consider the case that the two virtual links to be
merged are over two previously scanned wavelengths. With-
out loss of generality, we assume that virtual links ¢ — b and
b—c are over \; and \j, respectively, and s >i>;>1. In this
case, we find two APPs over \,, P, from a to b, and Py,
from b to c. We then merge P, and Py, to form a new vir-
tual link a —c over \,, such that the hop count from a to ¢
can be reduced from 2 to 1. The new virtual link a —¢ (over
\) is added to V’. All intact virtual links over \; along P
and Py, are removed, but the original a — b (over \;) and b
—c (over \;) remain.

However, we may not always be able to find a feasible
APP P, or Py,.. When this happens, we give up the current
effort of constructing V' by merging a —b and b —c.

To summarize, in A, scanning, if a virtual link to be
merged for V' construction is over A, then it is removed
from V' after the merging. If it is over a wavelength scanned
earlier (i.e., among A;—\,_1), then it remains in V' after the
merging. In the latter case, we check whether there are
some feasible APPs between the two end nodes of the virtual
link. If yes, then the shortest APP among them is used for
the current merging, and all the intact virtual links of the
chosen APP are removed. Otherwise, we skip the current
merging. The new virtual link (over \,) obtained from the
merging is always added to V'.

Figure 3 shows a simple example based on the same ring
topology as in Fig. 2, with N=4 nodes and W=3 wave-
lengths. In Fig. 3(a), V is initialized to the same as the
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Fig. 3. LWMD design for a ring topology with N=4 and W=3.

physical topology using \;, and \q is then added to V as in-
dicated by the four dashed arrows. Figure 3(b) gives the re-
sult of Ay scanning, where 3—0 and 0—1 in Fig. 3(a) are
merged to form a new virtual link 3—1 over \g, and 1—2
and 2 — 3 are merged to form 1— 3 over \y. The original vir-
tual links 3—0, 0—1, 1—2, and 2—3 (over \y) are re-
moved. Then, A3 is added to the new V as shown by the four
dashed arrows in Fig. 3(b). In A3 scanning, two virtual links
1—2 (over \3) and 3—1 (over \y) in Fig. 3(b) are merged.
Since the latter is over Ay instead of A3, a feasible APP 3
—0—1 is found from node 3 to node 1, which consists of
(dashed) virtual links 3—0 and 0— 1 over A3 [see Fig. 3(b)].
This APP is merged with 1—2 (over \3) to form a new vir-
tual link 3—2 over \3, as shown in Fig. 3(c). Note that the
three original virtual links over A3 [i.e., the dashed 3—0,
0—1, and 1—2 in Fig. 3(b)] are all removed, whereas 3
—1 over \y remains in Fig. 3(c). At this point, it is not pos-
sible to further merge 2—3 (over A\3) with 3—1 (over \y) in
Fig. 3(c) because no feasible APP can be found for 3— 1 (over
Ng2). From Fig. 3(c), we can see that the network diameter is
reduced from 3 [in Fig. 3(a)] to 2, and the average hop count
is reduced from 2 to 1.42. The results are comparable to the
optimal ILP results obtained in Subsection I1.D. In addition,
the number of one-hop connections increases from 4 to 7.

C. Implementation Issues

The LWMD algorithm is summarized by the flow chart in
Fig. 4, and the C source code can be found at [27]. We use an
adjacency matrix P={p;;} to represent the physical topology,
where p;;=1 if node i is connected to node j by a physical
link, and p;;= otherwise. For each wavelength (\;) scan-
ning, a matrix L={/;;} is used to record all the current vir-
tual links over \,. When )\, is added to V, L is initialized to
represent the physical topology, where

1 ifp,;=1
L= oo (16)
0 otherwise
In A scanning, L becomes
lj=m=1: i—jis avirtual link over \,
with m hops in physical links a7
l;;=0: i —j is not a virtual link over A

By referring to L, we can easily identify whether or not a
virtual link in V is over \,.

Assume that a proper V' for updating V is obtained by
merging two virtual links a—b and b—c. When V is
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Initialize the current topology V to the same as
the physical topology using 4. Set 2—s.

| Add 4, to V. Initialize matrix L according to (16). |

Scan wavelength /, to update ¥ once. |

Is A, exhausted?
Y

(a) Main flow

Construct a complete set of tentative topologies V' from V, where each
V" is obtained by merging two adjacent virtual links on an LSP in V.

Find a V' to minimize the weight of the topology, provided that
both its diameter and weight are not larger than that of V.

N
A feasible V' found?

A exhausted

Update L according to (18)-(20). |

(b) Scanning /, to update ¥ once

Fig. 4. LWMD flow chart.

updated, we also update L according to the three cases be-
low.

Case 1: Both a—b and b—c are over \,. In this case, both
l.p and [, are greater than 0 according to Eq. (17). L is up-
dated by

lac = lab + lbc
0 — lab
0 — lbc

(18)

Case 2: One virtual link (say b—c) is over A, and the
other one (@ —b) is over \; (s>i=1). From Eq. (17), {,;,=0
and [,,=1. We try to find a feasible APP P,; for merging.
Specifically, we pick up all the entries {(i,j) EL\liJ:l} from
L to construct a residual topology, which is a subgraph of
the physical topology. Each of these entries corresponds to a
link in the residual topology. /;;=1 means that \; on link i
—J is intact or never involved in any previous merging after
N\, was added to V [see Egs. (16) and (17)]. In the residual
topology, a shortest path P, from node a to node b is found
by Dijkstra’s algorithm [26] and is used for the current
merging. Let i —j be an intact virtual link on Pg,. L is then
updated by
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(i—))ePgp
lac = lab + lbc

0— Ljli—per,, (19)

Case 3: Both a—b and b—c are over a previously
scanned wavelength. From Eq. (17), both /., and [,, equal 0.
We use the same mechanism as in Case 2 to get the residual
topology, as well as the two feasible APPs P,; and Py,.
Then, L is updated by

r
2 lij7

(i—j)ePqy
lac = lab + lbc

> L

(i—j)ePp

lab = lbc=

(20)

0— lij|(iﬂj)EPab’ 0— lij‘(iﬂj)ePbc
O — lab
0— lbc

\

From Egs. (18)—(20), we can see no matter how L is up-
dated, the conditions specified in Eq. (17) are always satis-
fied. Note that L is referred to in the constructions of both
the tentative topology and the residual topology.

D. Time Complexity

Let N be the number of nodes in the network and W be
the number of available wavelengths for the LWMD design.
Assume that the maximum node degree is D. Such a net-
work contains at most O(ND) physical links. In each A
scanning, each physical link is first translated into a virtual
link over \; in V. Then LWMD merges some pairs of adja-
cent virtual links on an LSP to reduce the diameter and the
weight of the topology. There are at most O(NDW) virtual
links in V. In the worst case, LWMD needs to construct a
tentative topology V' by merging each of these virtual links.
With Floyd-Warshall algorithm [26] for finding the weight
W(V'), this gives a complexity of O(DWN*). Then LWMD
will find a V' to update V. Before carrying out each merging,
Dijkstra’s algorithm may be executed in the residual topol-
ogy to check the feasibility of merging, but it does not domi-
nate the time complexity of the algorithm. When adding A,
to V, there are at most O(ND) virtual links over \,. Since
each update of V is caused by merging at least two virtual
links over A, A, is exhausted by at most O(IND) updates. Be-
cause LWMD needs to scan O(W) wavelengths, the total
time complexity of the LWMD algorithm is O(D*W2N?).

E. Performance and Design Examples

Figures 5 and 6 show the performance of LWMD based on
randomly generated physical topologies. The outgoing de-
gree of each node is randomly selected from a discrete uni-
form distribution {1,2,...,D}. In Fig. 5, we set N=50 and
W=10. D is increased from 2 to 8. For each D, we average
the results over 100 topologies. From the figure, we can see
that both the diameter and the average hop count are sig-
nificantly reduced, especially when the network degree/
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141 =& Network diameter in virtual topology
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Fig. 5. N=50, W=10, and trying 100 topologies for each D.

connectivity is small/low. This is because when the connec-
tivity is high, the diameter and the average hop count are
already very small in the physical topology. Also, the per-
centage of one-hop connections in the virtual topology is in-
creased to more than twice of the physical topology. Note
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Fig. 6. D=4, W=10, and trying 100 topologies for each N.

that a one-hop connection implies no contention loss. In Fig.
6, we keep W=10 and D=4, but increase N from 10 to 50
with a step of 5. For each N, we also average the results over
100 random topologies. As expected, both network diameter
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and average hop count increase with the network size,
whereas the percentage of one-hop connections drops.

Figure 7 shows an LWMD design example for the Na-
tional Science Foundation (NSF) network with 14 nodes and
21 links. We assume that each physical link in Fig. 7(a) is
bidirectional and with a single fiber in each direction. We
further assume there are W=3 wavelengths on each fiber.
The network diameter of the physical topology is 4. As an
example, the set of dashed arrows in Fig. 7(a) gives an LSP
in the physical topology, between nodes 0 and 13 and with a
hop count of 4. Figures 7(b)-7(d) show the virtual links re-
turned by LWMD over \;—\3, respectively. We separate
them into three figures for clarity, although the virtual to-
pology consists of all the virtual links in Figs. 7(b)-7(d). For
comparison, we use two solid arrows in Fig. 7(a) to indicate
an LSP between nodes 0 and 13 in the virtual topology. Par-
ticularly, the solid virtual link 0— 7 in Fig. 7(a) can be over
either \; [shown in Fig. 7(b)] or A3 [shown in Fig. 7(d)], and
the solid virtual link 7— 13 (which takes physical path 7
—8—-11—-10—12—13) in Fig. 7(a) is over A3 in Fig. 7(d).
In fact, it can be seen that the network diameter is now re-
duced from 4 in the physical topology to 2 in the virtual to-
pology. If the traffic is uniformly distributed among all node
pairs, the average hop count per connection of 2.16 hops in
the physical topology is reduced to 1.62 in the virtual topol-
ogy, and the one-hop connection ratio is increased from
23.08% to 38.46%.

IV. TRAFFIC ACCOMMODATION SCHEMES

In this section, we extend the problem of virtual topology
design to provision enough wavelengths for a given traffic
matrix T={¢;}, where ¢;; is the number of lightpaths re-
quired to accommodate the traffic from node i to node j. The
bandwidth of each lightpath equals the capacity of a single
wavelength. The problem can be formulated as follows. For
a given traffic matrix T, find a virtual topology that meets a
predetermined network diameter requirement, such that all
the requests in T can be accommodated using the least
amount of network resources (i.e., total bandwidth or wave-
lengths).

We adopt a two-step approach. First, LWMD is used to de-
sign a virtual topology to meet the network diameter re-
quirement using just enough wavelengths. Then, based on
the virtual topology returned by LWMD, we focus on accom-
modating T with another set of wavelengths. Note that a re-
quest ¢;;€ T may be split to take multiple routes. This can be
achieved using an optical label switching (OLS) mechanism
[28].

Figure 8(a) shows a simple physical network topology. To
reduce its network diameter from 5 to 3, LWMD needs 2
wavelengths to obtain the virtual topology in Fig. 8(b),
where virtual links 0—2, 2—4, and 4—0 (over \,) take
physical paths 0—1—2, 2—3—4, and 4—5—0, respec-
tively. Based on the virtual topology and a given traffic ma-
trix [e.g., Eq. (21)], we can use either a shortest-path-based
scheme or a diameter-confined scheme for traffic accommo-
dation. The shortest-path-based scheme aims at minimizing
the total amount of bandwidth (i.e., wavelength links) re-
quired, and the diameter-confined scheme tries to minimize
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(c) Virtual links over 4,.

(d) Virtual links over 43.

Fig. 7. LWMD design for the NSF network with W=3.
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A. Shortest-Path-Based Scheme

With the shortest-path-based traffic accommodation
scheme, we first route T={t;;} according to the shortest
paths in the virtual topology and add enough wavelengths to
each virtual link along the lightpaths to accommodate all
the requests. The number of required wavelengths on each
virtual link can thus be calculated. Based on the virtual to-
pology in Fig. 8(b) and the traffic matrix in Eq. (21), the
number next to each link in Fig. 8(c) gives the required
number of wavelengths on that virtual link. For multiple
parallel virtual links, such as the two virtual links 0— 3 in
Figs. 8(b) and 8(c) (over \; and Ag, respectively), we equally

O @

® @

(a) Physical topology

(c) Shortest path traffic mapping
in the virtual topology

(d) NWR=6 in the physical topology

Fig. 8. Shortest-path-based scheme.

divide the traffic load to each of them. Then, we map each
virtual link back to the physical topology, together with the
mapping of the wavelength requirement on the virtual link.
The result is given in Fig. 8(d). As an example, the virtual
link 0—2 with a demand of one wavelength is mapped to
the physical links 0—1 and 1— 2. Together with the origi-
nal demand of one wavelength on each link, the wavelength
requirement on both links 0 —1 and 1— 2 becomes two.

Define the network wavelength requirement (NWR) as the
number of required wavelengths on the most heavily loaded
link. From Fig. 8(d), the most heavily loaded physical link is
0—3, and thus the NWR of the physical topology is 6.

B. Diameter-Confined Scheme

In the shortest-path-based scheme, the hop count is mini-
mized, but the resulting NWR tends to be large. We can
trade the average hop count for a smaller NWR, while keep-
ing the network diameter unchanged in the virtual topology.
This can be achieved by extending the Min-hops algorithm
[29] to the virtual topology returned by LWMD. With the
primary objective of minimizing the NWR and the second-
ary objective of reducing the average hop count, Min-hops is
an efficient static routing algorithm. It first assigns the
shortest path to all the requests and then invokes an itera-
tive rerouting process to reduce the NWR. In each rerouting,
one lightpath is routed away from the most heavily loaded
link. This reduces the NWR.

The original Min-hops algorithm [29] is designed for rout-
ing in a physical topology. We extend it to the virtual topol-
ogy together with an additional constraint: the hop count of
any rerouted request should not exceed the target network
diameter. With this constraint, although the hop count for
some requests may be increased due to rerouting, we can
still keep a confined network diameter in the virtual topol-
ogy.

Figure 9 shows how the diameter-confined traffic accom-
modation scheme works. We again consider the network in
Fig. 9 with T in Eq. (21). Based on Min-hops [29], the initial
shortest path assignment in the virtual topology is given in
Fig. 9(a) [same as Fig. 8(c¢)]. The two virtual links 0 — 3 (one
dotted, one solid) carry the heaviest load of three lightpaths.
Thus, in Fig. 9(a), we first reroute one lightpath from the
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(c) Diameter confined traffic mapping
in the virtual topology

(d) NWR=4 in the physical topology

Fig. 9. Diameter-confined scheme.

dotted virtual link 0—3 to the dashed path 0—2—3. The
result of this rerouting is given in Fig. 9(b). Now the solid
virtual link 0— 3 carries the heaviest load. At this point, it
is not suitable to reroute any lightpath from 0—3 to 0—2
— 3 again because this cannot further reduce the NWR of
the virtual topology. Instead, one lightpath is rerouted from
the solid 0 — 3 to the dashed path 0—1—2—3 in Fig. 9(b).
Note that the hop counts of the two rerouted requests do not
exceed a diameter of 3. Figure 9(c) shows the traffic map-
ping in the virtual topology after rerouting. Finally, we map
each virtual link and its wavelength requirement back to
the physical topology in Fig. 9(d). We can see that the NWR
of the physical topology is reduced from 6 in Fig. 8(d) to 4 in
Fig. 9(d).

It is interesting to note that there is a strong correlation
between load balancing in the virtual topology and that in
the physical topology. Accordingly, when the load in the vir-
tual topology is balanced using Min-hops, the load in the
physical topology also spreads out to render a smaller NWR.

V. CONCLUSION AND FUTURE WORK

Minimizing network diameter and average hop count is
very important in improving the network performance, and
it can be achieved by virtual topology design. In this paper,
we first formulated an ILP for optimal design of virtual to-
pologies to minimize a linear weighted sum of network di-
ameter and average hop count. To provide scalable designs
in engineering with a short running time, we also proposed
a fast and efficient heuristic LWMD, which not only mini-
mizes network diameter and average hop count but also in-
creases the number of one-hop connections to more than
twice of that in the physical topology. Based on the virtual
topology obtained, two traffic accommodation schemes (i.e.,
the shortest-path-based scheme and the diameter-confined
scheme) were proposed to provision wavelengths for a given
traffic matrix. The shortest-path-based scheme minimizes
the total number of wavelength links required, whereas the
diameter-confined scheme minimizes the NWR without in-
creasing the network diameter of the virtual topology.
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Future work may consider performance evaluations of a
particular switching network (such as OBS or OPS) based
on our virtual topology design. Compared with conventional
networks without virtual topology design, our proposed
scheme may need more wavelengths to minimize the net-
work diameter and average hop count and meanwhile ac-
commodate the same traffic. If both the traffic and the num-
ber of wavelengths on each fiber link are given, it is
interesting to ask whether a better delay and throughput
performance can be achieved merely by virtual topology de-
sign. Besides, it is also interesting to jointly consider virtual
topology design and traffic accommodation, where minimiz-
ing the average hop count of connections is weighted by a
given traffic matrix.
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