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**Abstract**—Passivity is a crucial property of macromodels to guarantee stable global (interconnected) simulation. However, weakly nonpassive models may be generated for passive circuits and systems in various contexts, such as data fitting, model order reduction (MOR) and electromagnetic (EM) macromodeling. Therefore, a post-processing passivity enforcement algorithm is desired. Most existing algorithms are designed to handle pole-residue models. The few algorithms for state space models only handle regular systems (RSs) with a nonsingular \( D + D^T \) term. To the authors’ best knowledge, no algorithm has been proposed to enforce passivity for more general descriptor systems (DSs) and state space models with singular \( D + D^T \) terms. In this paper, a new post-processing passivity enforcement algorithm based on perturbation of Hamiltonian-symplectic matrix pencil, PEDS, is proposed. PEDS, for the first time, can enforce passivity for DSs. It can also handle all kinds of state space models (both RSs and DSs) with singular \( D + D^T \) terms. Moreover, a criterion to control the error of perturbation is devised, with which the optimal passive models with the best accuracy can be obtained. Numerical examples then verify that PEDS is efficient, robust and relatively cheap for passivity enforcement of DSs with mild passivity violations.

I. INTRODUCTION

Passivity is a crucial property in the macromodeling of circuits and systems, as a stable but nonpassive system may produce an unstable global system when interfaced with other systems [10]. Roughly speaking, a system is regarded as passive if it is incapable of generating energy. Note that passivity is an input-output property of a system and is independent of the internal realization. Precise definition of passivity involves positive realness (for admittance/impedance representation) or bounded realness (for S-parameter representation) of transfer functions. Due to the importance of passivity in global simulation, many theories addressing passivity check [1], [5], [13], [23], [24] and passivity enforcement [6], [7], [18] have been proposed.

Nonpassive models may be generated from passive systems in various contexts, such as model order reduction (MOR), data fitting, electromagnetic (EM) modeling etc. due to computation inaccuracy or other reasons. In the context of MOR, reduced-order models of passive original models may become nonpassive [4], [12]. PRIMA can preserve passivity only for definite state space structures (which constitute only a small subclass of passive state space models) [15]. Positive-real balanced truncation is not applicable to large initial models and may be inaccurate for descriptor systems (DSs) [16]. In the context of data fitting, nonpassive models of passive underlying systems may be generated due to sampling and/or fitting error, such as the cases of vector fitting (VF) and Loewner matrix-based tangential interpolation (Loewner-TI) [8], [11], [21]. To the authors’ best knowledge, there is no efficient, general-purpose Loewner-TI that produces passivity-guaranteed models. In the context of EM modeling, discretization procedure may result in nonpassive models for passive structures [17]. In all these cases, passivity violations are usually small and perturbation-based post-processing passivity enforcement is possible.

Most existing passivity enforcement algorithms only handle pole-residue models, which arise naturally from VF. However, in most cases the nonpassive models to be dealt with are in the state space form, such as nonpassive models generated by MOR, EM modeling and Loewner-TI. The few passivity enforcement algorithms designed for state space models are restricted to regular systems (RSs) and rely on the assumption that \( D + D^T \) is nonsingular [6], [18]. Nevertheless, circuits and systems are naturally described as DSs instead of RSs [3]. Moreover, \( D + D^T \) may be singular or even zero for a large number of models such as modified nodal analysis (MNA) models of RCL circuits [9] and models generated by Loewner-TI. Therefore, the new algorithm PEDS is proposed in this paper. Tables I and II illustrate the model types generated by various modeling techniques and the application scopes of the different passivity enforcement algorithms.

The framework of PEDS is as follows. For an impulse-free DS, passivity can be enforced by perturbing the generalized eigenvalues of the Hamiltonian-symplectic matrix pencil. For a DS with an improper part, the improper part can be extracted through an efficient algorithm which only involves matrix-vector multiplication and matrix-vector solver. The improper part can then be compensated through a linear matrix inequality (LMI) method and the proper part can be perturbed as an impulse-free DS. For a model (either RS or DS) with singular...
TABLE I
MODEL TYPES GENERATED BY DIFFERENT MODELING TECHNIQUES

<table>
<thead>
<tr>
<th>modeling techniques</th>
<th>pol-res</th>
<th>RS-non</th>
<th>RS-sin</th>
<th>DS</th>
</tr>
</thead>
<tbody>
<tr>
<td>VP</td>
<td>✓</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Loewner-TI</td>
<td></td>
<td></td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>MOR</td>
<td></td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
<tr>
<td>EM</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

*Pol-res represents pole-residue model; RS-non represents RS with nonsingular $D + D^T$; RS-sin represents RS with singular $D + D^T$. Same abbreviations are used in Table II.

TABLE II
APPLICATION SCOPES OF DIFFERENT PASSIVITY ENFORCEMENT ALGORITHMS

<table>
<thead>
<tr>
<th>enforcement algorithms</th>
<th>pol-res</th>
<th>RS-non</th>
<th>RS-sin</th>
<th>DS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hamiltonian perturbation [6]</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>proposed PEDS</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>

$D + D^T$, a model conversion is first performed. The resulting model is an impulse-free DS if the original model is an RS, and a DS with the same index if the original model is a DS. The perturbations of the proper and the improper part (if any) are finally converted to a standard least-square problem and a standard "mince" problem, the solutions of which are trivial and efficient. Optimal perturbations with best accuracy are guaranteed through solving the two standard problems.

The main contributions of the paper are: (i) The proposed PEDS is the first algorithm that can enforce passivity for DSs, and thus has a much wider application scope. (ii) PEDS is able to handle systems with singular $D + D^T$ through a model conversion. (iii) A criterion to control the error of perturbation and a method to obtain optimal passive models are developed. (iv) A cheap and efficient algorithm for extraction and optimal perturbation of the improper part of a DS is introduced. Numerical examples have verified that PEDS is efficient, robust and relatively cheap for passivity enforcement of DSs with small passivity violations.

The remainder of the paper is as follows. Section II introduces the background knowledge. Section III introduces the system decomposition and passivity violation characterization methods. PEDS is proposed in Section IV. Section V gives numerical examples to verify the proposed algorithm and Section VI draws the conclusion.

II. BACKGROUND

A. Descriptor Systems

Many linear time-invariant circuits and systems can be naturally described by a DS [3]:

$$E \dot{x}(t) = Ax(t) + Bu(t),$$

$$y(t) = Cx(t) + Du(t),$$

(1)

where $x(t) \in \mathbb{R}^n$, $u(t), y(t) \in \mathbb{R}^m$, $E, A \in \mathbb{R}^{m \times n}, B \in \mathbb{R}^{m \times m}, C \in \mathbb{R}^{n \times m}, D \in \mathbb{R}^{m \times m}$. $E$ is generally singular, otherwise (1) can be reduced to an RS. The matrix pencil $(A, E)$ is assumed to be regular, i.e., there exists at least one $s_0$ such that $(s_0E - A)$ is nonsingular. The transfer function of (1) is

$$H(s) = C(sE - A)^{-1}B + D.$$  

(2)

Under the regular matrix pencil assumption, the system can be rewritten in the Weierstrass canonical form, i.e., there exist nonsingular matrices $W$, $T$ such that

$$E = W \begin{bmatrix} I_{n_f} & 0 \\ 0 & N \end{bmatrix} T, \\
A = W \begin{bmatrix} J & 0 \\ 0 & I_{n_c} \end{bmatrix} T,$$

(3)

where $I_x$ represents the identity matrix of dimension $x$, $n_f + n_c = n$, $N$ is a nilpotent matrix of index $\mu$ (i.e., $N^{\mu-1} \neq 0$ and $N^{\mu} = 0$), $\mu$ is also called the index of the DS. Thus (2) can be decomposed into the proper part $(H_p(s))$ and improper part $(H_\infty(s))$.

$$H(s) = \frac{C_p(sI_{n_f} - J)^{-1}B_p + M_0 + \sum_{i=1}^{\mu-1} s^i M_i}{s \circ H_\infty(s)},$$

(4)

where $M_0 = D - C_\infty B_\infty$, $M_i = -C_\infty N^i + B_p$ for $i = 1, 2, \ldots, \mu - 1$, $B_p$ and $B_\infty$ are the right projection of the transfer function matrix $H(s)$.

Besides, it is also beneficial to define the right (left) spectral projector $P_r$ ($P_l$) [cf. (3)], which projects onto the right (left) deflating subspace associated with the finite eigenvalues of $(A, E)$, as [19]

$$P_r = T^{-1} \begin{bmatrix} I_{n_f} & 0 \\ 0 & 0 \end{bmatrix} T, \\
P_l = W \begin{bmatrix} I_{n_f} & 0 \\ 0 & 0 \end{bmatrix} W^{-1}.$$  

(5)

In this paper, we use $\circ$ to represent complex conjugate, $s^T$ to represent transpose and $s^*$ to represent (complex) conjugate transpose.

B. Passivity Conditions of a DS

Passivity can be roughly interpreted as the inability to generate energy. The precise definition of passivity involves positive realness (for admittance/impedance representation) or bounded realness (for S-parameter representation) of the transfer function. Only admittance/impedance representation is considered henceforth, as all the results for admittance/impedance representation can be straightforwardly extended to S-parameter representation. A rational transfer function $H(s)$ is called positive-real if [5]:

1. $H(s)$ has no poles with positive real parts;
2. $G(j\omega) = \frac{1}{2} (H(j\omega) + H^*(j\omega)) \geq 0$ for any $j\omega$ that is not a pole of $H(s)$, $\omega \in \mathbb{R}$;
3. if $j\omega$ or $\infty$ is a pole of $H(s)$, then it is a simple pole and the relevant residue matrix is positive semidefinite.

For a DS (in the admittance/impedance representation) with a transfer function in the decomposition form (4), it is passive if and only if:

1. the proper part $H_p(s)$ is positive real.
2. the improper part satisfies $M_i \geq 0$ and $M_i = 0$ for $i \geq 2$.

Denote $M_{\nu-1}$ as the highest order moment that is not zero (i.e. $M_{\nu-1} \neq 0$ and $M_{\nu} = 0$). If the DS is in its minimal
realization (i.e. the DS is both controllable and observable), \( \nu = \mu \), otherwise, \( \nu \leq \mu \).

C. Perturbation of Generalized Eigenvectors

Consider \( \mathcal{J}, \mathcal{K} \in \mathbb{R}^{n \times n} \), \( \lambda \in \mathbb{C} \) is called the generalized eigenvalue of the matrix pencil \((\mathcal{J}, \mathcal{K})\) if there exist solutions \( x, y \) \((x \neq 0, y \neq 0)\) of the equations

\[
\mathcal{J} x = \lambda \mathcal{K} x \quad \text{and} \quad y^\top \mathcal{J} = \lambda y^\top \mathcal{K},
\]

where \( x, y \in \mathbb{C}^n \) are called right and left eigenvectors associated with \( \lambda \), respectively.

\( \lambda \) is conveniently represented by a tuple \( \langle \alpha, \beta \rangle \) \((|\alpha|^2 + |\beta|^2 \neq 0)\) which satisfies \( \lambda = \alpha/\beta \). If \( \beta = 0 \), \( \lambda \) is an infinite eigenvalue of \((\mathcal{J}, \mathcal{K})\). The tuple, right and left eigenvectors associated with an eigenvalue of \((\mathcal{J}, \mathcal{K})\) can be written together as a generalized eigentriplet \((y, \langle \alpha, \beta \rangle, x)\). If \((\mathcal{J}, \mathcal{K})\) is perturbed by a small matrix pair \((\Delta \mathcal{J}, \Delta \mathcal{K})\), the generalized eigenvectors \( \langle \alpha', \beta' \rangle = \langle y^\top \Delta \mathcal{J} x, y^\top \Delta \mathcal{K} x \rangle \) change to

\[
\langle \alpha', \beta' \rangle = \langle \alpha, \beta \rangle + (y^\top \Delta \mathcal{J} x, y^\top \Delta \mathcal{K} x) + O(\epsilon^2),
\]

where \( \epsilon = \|\Delta \mathcal{J}, \Delta \mathcal{K}\|_2 \) \( x, y \) are normalized eigenvectors.

D. Hamiltonian and Symplectic Matrices

We also need the definition of Hamiltonian and symplectic matrices. \( X \in \mathbb{R}^{2n \times 2n} \) is called a Hamiltonian matrix if

\[
J_0^{-1} X J_0 = -X^T,
\]

where \( J_0 = \begin{bmatrix} 0 & I_n \\ -I_n & 0 \end{bmatrix} \) satisfies \( J_0^2 = J_0 = -J_0 \). On the contrary, \( X \in \mathbb{R}^{2n \times 2n} \) is called a symplectic matrix if

\[
J_0^{-1} X J_0 = X^T.
\]

If \( \mathcal{J} \in \mathbb{R}^{2n \times 2n} \) is Hamiltonian and \( \mathcal{K} \in \mathbb{R}^{2n \times 2n} \) is symplectic, the generalized eigenvalues \( \lambda \) of the matrix pencil \((\mathcal{J}, \mathcal{K})\) distribute symmetrically on the complex plane w.r.t. both real and imaginary axes. Here is a brief proof.

**Proof:** It is obvious that if \( \mathcal{J}, \mathcal{K} \) are real, the eigenvalues are in conjugate pairs. On the other hand, if \( \lambda \) is a generalized eigenvalue of \((\mathcal{J}, \mathcal{K})\), \( \mathcal{J} x = \lambda \mathcal{K} x \), \( x^T \mathcal{J}^T = \lambda x^T \mathcal{K}^T \), \( -x^T J_0^{-1} \mathcal{J} J_0 = \lambda x^T J_0^{-1} \mathcal{K} J_0 \). Assume \( y^\top = x^T J_0^{-1} \), we have \( y^\top \mathcal{J} = -\lambda y^\top \mathcal{K} \), which means \( -\lambda \) is also an eigenvalue of \((\mathcal{J}, \mathcal{K})\). So every \( \lambda \) implies coexistence of the tuple \((\lambda, -\lambda, -\lambda)\).

III. SYSTEM DECOMPOSITION AND PASSIVITY IDENTIFICATION

A. System Decomposition

According to Section II-B, the passivity characterization and enforcement of DSs involve manipulation of both proper and improper parts, thus the system decomposition should be performed in advance. Here we would like to emphasize that most DSs of interest are in fact impulse-free, thus the system decomposition procedure can be avoided. For DSs with impulse responses, directly computing the Wienerstrass canonical form (3) is known to be prohibitively expensive and ill-conditioned. Here, we introduce a new method to calculate \( \nu \) and extract the improper part. Consider the transfer function as (4), we calculate the limit

\[
\Gamma = \lim_{s \to \infty} \frac{H(s)}{s}.
\]

(1) If \( \Gamma = 0 \) (which is the case for most DSs of interest), the DS is impulse-free (\( \nu = 1 \)).

(2) If \( \Gamma = \infty \), the system is definitely nonpassive (\( \nu > 2 \)).

(3) If \( \Gamma = \text{constant} \neq 0 \), \( \nu = 2 \) and \( M_1 = \Gamma \). Thus the improper part \( s M_1 \) has been extracted.

In practice, \( \Gamma \) can be calculated by assuming \( s \) to be two large positive number \((e.g., s_1 = 1e30 \text{ and } s_2 = 1e40)\). If \( H(s_2)/s_2 < \langle \text{H}(s_1)/s_1, \Gamma = 0; \text{H}(s_1)/s_1 = \text{H}(s_2)/s_2, \Gamma = \text{constant}; \rangle \text{otherwise, } \Gamma = \infty \). The numerical stability and high efficiency of this method has been proved by real-world examples of order from hundreds to tens of thousands.

If \( \nu = 2 \), the proper part can be calculated via canonical projector techniques [14], [22], [25]. Right spectral projector \( P_r \) can be calculated in three steps following [22]. Then the proper part of (1) is extracted as a new DS \( (E_0 = E P_r, A, B, C, D) \) [cf.(3),(5)]. It is straightforward to verify that the new DS is impulse-free and that its transfer function is identical to the proper part of the original transfer function [cf.(4)].

B. Passivity Violation Characterization

We start this subsection by introducing the generalized Hamiltonian theorem [24].

**Theorem 3.1.** For a stable, impulse-free DS as (1), if \( \lambda \) is not an eigenvalue of \( \frac{D_0 + D_0^T}{2} \), then \( \lambda \) is an eigenvalue of \( G(j\omega) = \frac{1}{2}(H(j\omega) + H^*(j\omega)) \) if and only if \( j\omega \) is a generalized eigenvalue of the matrix pencil \((\mathcal{J}, \mathcal{K})\), where

\[
\mathcal{J} = \begin{bmatrix} A + BQ^{-1}C & BQ^{-1}B^T \\ -C^TQ^{-1}C & -A^T - CTQ^{-1}B^T \end{bmatrix}, \quad \mathcal{K} = \text{blkdiag}(E, E^T), \quad Q = (2A-I - D - D^T).
\]

We refer the reader to [24] for the proof of this theorem. Here, we would like to point out that it is straightforward to verify that \( \mathcal{J} \) is Hamiltonian and \( \mathcal{K} \) is symplectic. Hence the spectrum of the matrix pencil \((\mathcal{J}, \mathcal{K})\) is symmetric w.r.t. both real and imaginary axis (cf. Section II-D), which is the basis of the perturbation theory to be introduced.

**Proposition 3.2.** Assume that the set \( \Lambda = \{j\omega_i\} \) \((i = 1, 2, \ldots, k)\) contains all the purely imaginary generalized eigenvalues of \((\mathcal{J}, \mathcal{K})\) with positive imaginary parts, sorted in ascending order, which divide the frequency band \([0, +\infty)\) into \( k+1 \) segments. Then, \( G(j\omega) \) at the center frequency of each segment (for the \( k+1 \)th segment the frequency is selected as \( \frac{2}{k} j\omega_k \)) is computed. If \( G(j\omega) \geq 0 \) for the segment \((j\omega_k, j\omega_{k+1})\), then the system is passive in this frequency segment. Otherwise, it is nonpassive in this \((j\omega_1, j\omega_{k+1})\) frequency segment.

The above proposition provides us with a convenient approach to check the passivity of the DS and pinpoint the frequency bands where passivity violations occur. Note that only generalized eigenvalues with positive imaginary parts are chosen due to the symmetry of the spectrum (cf. Section II-D).
II-D). Compared with the Hamiltonian method for RSs [6], the proposed method does not require the relatively expensive calculation of slopes. With passivity violation information obtained from proposition 3.2, passivity enforcement can then be performed.

IV. PASSIVITY ENFORCEMENT

A. Passivity Enforcement of Improper Part

Passivity of a DS requires that $M_i = 0$ for $i \geq 2$ and $M_1 \geq 0$. Hence $M_i$ ($i \geq 2$) should be discarded if $\nu > 2$. To enforce $M_1$ to be positive semidefinite, the following optimization problem should be solved

$$\min_{\hat{M}_1} \|\hat{M}_1 - M_1\|_F \text{ subject to } \hat{M}_1 \succeq 0.$$  \hspace{1cm} (12)

The optimization problem (12) can be solved using Matlab LMI toolbox by converting it to a standard ‘mincx’ problem as follows (where $\text{vec}(X)$ is a column vector constructed by stacking all the columns of the matrix $X$ together):

$$\min_{t \in \mathbb{R}} t$$ $\text{subject to} \left[ \begin{array}{c} \hat{M}_1 > 0 \\ t \\ \text{vec}(\hat{M}_1 - M_1) \\ I_{m^2} \end{array} \right] \left[ \begin{array}{c} \text{vec}(\hat{M}_1 - M_1) \\ I_{m^2} \end{array} \right]^T > 0$$  \hspace{1cm} (13)

Proof: By induction it can be proven that:

$$\det \left[ \begin{array}{cccc} t & x_1 & \cdots & x_n \\ x_1 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ x_n & 0 & \cdots & 1 \end{array} \right] = t - \sum_{i=1}^n x_i^2.$$  \hspace{1cm} (14)

Thus

$$\left[ \begin{array}{cccc} t & x_1 & \cdots & x_n \\ x_1 & 1 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ x_n & 0 & \cdots & 1 \end{array} \right] > 0 \Leftrightarrow \left[ \begin{array}{c} t > 0 \\ t - x_1^2 > 0 \\ \vdots \\ t - \sum_{i=1}^n x_i^2 > 0 \end{array} \right] \Leftrightarrow t - \sum_{i=1}^n x_i^2 > 0.$$

Therefore, the second constraint in (13) is equivalent to

$$t > \sum_{i=1}^m \sum_{j=1}^m |\hat{M}_1(i,j) - M_1(i,j)|^2 = \|\hat{M}_1 - M_1\|_F^2$$  \hspace{1cm} (15)

Hence (13) is equivalent to finding the minimal Frobenius norm of $\hat{M}_1 - M_1$ which satisfies $\hat{M}_1 > 0$.

Note that the size of $\hat{M}_1$ is $m$ (i.e. the number of ports, which is usually small), hence it is cheap to solve the above optimization problem (the size of the second constraint is $m^2 + 1$). The solution $\hat{M}_1$ can be incorporated into the new guaranteed passive DS as discussed in Section IV-D.

B. Passivity Enforcement of Proper Part

1) Optimal Perturbation Strategy: Section III-B indicates that the passivity of the proper part can be enforced by perturbing the state space matrices, $A$, $B$, $C$, $D$, $E$ (for an impulse-free DS) or $E_p$ (projected matrix for an impulsive DS) such that the purely imaginary eigenvalues of $(\mathcal{J}, \mathcal{K})$ are moved off the imaginary axis. To develop an algorithm of perturbation, two questions arise immediately: (i) which matrices to be perturbed? and (ii) how to control the error of the perturbation?

The following analyses answer the first question. First, $E$ and $A$ should remain unchanged to guarantee the perturbed system to be stable and to preserve the key dynamic properties of the system (pole distribution). Second, as the application of generalized Hamiltonian theorem involves the assumption that $D + DT$ is nonsingular (if singular, a further equivalent conversion should be performed, cf. Section IV-C). Moreover, perturbation of $D$ will introduce inaccuracy at all frequencies. $D$ is also preserved for these reasons. The only choice is to perturb $B$ and/or $C$, which is convenient as the transfer function is a linear function of $C$ and $B$. Here we choose to perturb $C$ only. Similar choice appears in [6].

To following calculation answers the second question. Assume the impulse response (inverse Laplace transform of transfer function) of the proper part $(E_p(\text{or } E), A, B, C, D)$ is $h(t)$, the accuracy of the perturbed system can be measured by

$$\Delta = \int_0^\infty \|dh(t)\|_F^2 dt = \int_0^\infty \text{trace}(dh(t)dh^T(t)) dt$$  \hspace{1cm} (16)

As $\frac{dh(t)}{dt} = C\mathcal{F}(t)B$, where $\mathcal{F}(t) = T^{-1}\left[ \begin{array}{cc} e^{\mathcal{S}t} & 0 \\ 0 & 1 \end{array} \right] W^{-1}$, we have

$$\Delta = \text{trace}(dC\mathcal{G}_{pc}dC^T).$$  \hspace{1cm} (17)

Here, $\mathcal{G}_{pc} = \int_0^\infty \mathcal{F}(t)BB^T\mathcal{F}(t)dt$ is called the proper controllability Gramian, which can be solved from the projected generalized Lyapunov equations [19]

$$E\mathcal{G}_{pc}A^T + A\mathcal{G}_{pc}E = -P_1BB^TP_1^T,$$

$$\mathcal{G}_{pc} = P_1\mathcal{G}_{pc}P_1.$$  \hspace{1cm} (19)

Assume that $\mathcal{G}_{pc} = L^TL$ (Cholesky factorization), a coordinate transformation is performed

$$dC = dCLT.$$  \hspace{1cm} (20)

Thus

$$\Delta = \text{trace}(dC\mathcal{J}dC^T) = \|dC\|_F^2 = \|\text{vec}(dC)\|_2^2.$$  \hspace{1cm} (21)

2) Perturbation of Hamiltonian and symplectic Matrix Pencil: If $C$ is perturbed by a small matrix $dC$, the symplectic matrix $\mathcal{K}$ remains unchanged while the Hamiltonian matrix $\mathcal{J}$ is perturbed by $d\mathcal{J}$. We have

$$d\mathcal{J} = \left[ \begin{array}{cc} BQ_0^{-1}dC & 0 \\ -C^TQ_0^{-1}dC - dC^TQ_0^{-1}C & -dC^TQ_0^{-1}B^T \end{array} \right],$$

$$d\mathcal{K} = 0,$$  \hspace{1cm} (22)

where $Q_0 = -(D + DT)$, $\lambda$ is assigned 0. $d\mathcal{J}$ is also readily checked to be Hamiltonian.
When \( \mathcal{J} \) is perturbed by \( d\mathcal{J} \) and \( K \) remains unchanged, the generalized eigenvalues of \((\mathcal{J}, K)\) change into [cf.(7)]:

\[
\lambda' = \frac{\alpha'}{\beta} = \frac{\alpha + \Delta \alpha}{\beta} = \lambda_0 + y^T d\mathcal{J} x \nonumber \quad \frac{y^T K x}{y^T K x}.
\]

Besides, assume that \( x, y \) are the right and left eigenvectors associated with a purely imaginary generalized eigenvalue of \((\mathcal{J}, K)\), then \( y = \lambda_0 x \). Here is the proof.

**Proof:** If \( x \) is the right eigenvector of \((\mathcal{J}, K)\), we have \( \mathcal{J} x = \lambda K x \). Perform conjugate transpose on both sides, we have \( x^* \mathcal{J}^T = -\lambda x^* K^T \). According to the definition of left eigenvector, we have \( y^* = x^* \lambda_0^{-1} \), i.e., \( y = \lambda_0 x \).

Subsequently, (23) can be rewritten as

\[
\lambda' = \lambda_0 + \frac{x^* J_0 d\mathcal{J} x}{x^* J_0 K x}.
\]

It is straightforward to verify that \( J_0 d\mathcal{J} \) is real symmetric and \( J_0 K \) is real and skew symmetric (i.e. \((J_0 K)^T = -J_0 K\)), which indicates that \( x^* J_0 d\mathcal{J} x \) and \( x^* J_0 K x \) are purely imaginary. As a result, \( \lambda' \) remains purely imaginary if \( \lambda_0 \) is purely imaginary.

Assuming the \( i \)th purely imaginary eigenvalue of \((\mathcal{J}, K)\) is \( j \omega_i \) and it is supposed to be moved to \( j \tilde{\omega}_i \), we have [cf.(24)]

\[
j \tilde{\omega}_i - j \omega_i = \frac{x_i^* J_0 d\mathcal{J} x_i}{x_i^* J_0 K x_i}.
\]

Split \( x_i \) as two vectors of the same dimension \( x_i = \begin{bmatrix} x_{i,1} \nonumber \backslash x_{i,2} \end{bmatrix} \), the numerator of (25) can be simplified to

\[
x_i^* J_0 d\mathcal{J} x_i = -2 \Re(z_i^* dC x_{i,1}),
\]

where \( z_i = Q_0^{-1} C x_{i,1} + Q_0^{-1} B^T x_{i,2} \), and the denominator of (25) can be simplified to

\[
x_i^* J_0 K x_i = j(-2) \Im(x_{i,2} E x_{i,1}).
\]

Therefore (25) turns into

\[
-\Re(z_i^* dC L^{-T} x_{i,1}) = (\tilde{\omega}_i - \omega_i) \Im(x_{i,2} E x_{i,1}).
\]

The matrix to be solved in (28) is \( C_L \). Using the property of Kronecker product

\[
Y = B X A^T \iff \text{vec}(Y) = (A \otimes B) \text{vec}(X),
\]

we can rewrite (28) as

\[
-\Re((x_{i,1}^* L^{-1}) \otimes z_i^*) \times \text{vec}(dC_L) = (\tilde{\omega}_i - \omega_i) \Im(x_{i,2} E x_{i,1}).
\]

In (30), the perturbation matrix (under the coordinate transformation of \( L^{-1} \)) \( C_L \) is isolated. Denote

\[
m_i = -\Re((x_{i,1}^* L^{-1}) \otimes z_i^*)
\]

\[
n_i = (\tilde{\omega}_i - \omega_i) \Im(x_{i,2} E x_{i,1}).
\]

If \( k \) generalized eigenvalues need to be moved, (30) can be incorporated \( k \) times as a matrix format. So the problem becomes

\[
\begin{align*}
\min ||\text{vec}(dC_L)||_2, \quad \text{subject to } M \times \text{vec}(dC_L) &= N,
\end{align*}
\]

where \( M = \begin{bmatrix} m_1 \\ \vdots \\ m_k \end{bmatrix} \) is \( k \times mn \) and \( N = \begin{bmatrix} n_1 \\ \vdots \\ n_k \end{bmatrix} \) is \( k \times 1 \).

This is a standard least-square problem which can be solved efficiently. Note that (32) is always underdetermined as the number of unknowns is \( mn \) while the number of equations is no more than \( k \) and \( k \ll mn \). The passivity-enforced proper system is \((E_p(\text{or} \, E), A, B, C, D)\), where \( C = C + dC_L L^{-T} \).

3) Displacement of Purely Imaginary Eigenvalues: In this subsection, we discuss the choice of \( \tilde{\omega}_i \). Nonetheless, the criterion of this choice is nontrivial and somewhat relies on experience. First consider the sign of the displacement. Suppose that the eigenvalue (denoted as \( \lambda_G \)) of the sampling \( G(j\omega) \) in the frequency band on the right of \( j\omega_i \) is positive and that on the left of \( j\omega_i \) is negative, the sign of displacement is minus. Otherwise the sign is plus. Note that \( \lambda_G \) is always real as \( G(j\omega) \) is Hermitian.

Then consider the amount of the displacement. Without loss of generality, assume that \( \lambda_G \) on the right of \( j\omega_i \) is negative. Analysis shows that the amount of displacement depends on both the bandwidth \( W_B = \omega_{i+1} - \omega_i \) and \( |\lambda_G| \) (positive correlation). Therefore, the criterion for choosing \( \tilde{\omega}_i \) is stated as below:

\[
|\tilde{\omega}_i - \omega_i| = \eta(|\lambda_G|) W_B.
\]

Here the coefficient \( \eta(|\lambda_G|) \) is a monotonically increasing function of \(|\lambda_G|\) and its range is \((0, 0.5]\).

C. Further Discussion on \( D \) Term

The above passivity characterization and passivity enforcement algorithms rely on the assumption that \( D + B^T \) is nonsingular. However, this assumption is in general not satisfied for a large number of real systems. For example, \( D = 0 \) in the MNA model of RCL circuits and Loewner-TI macromodels. Therefore, an equivalent model conversion is necessary, through which \( D \) terms can be made nonsingular without changing the transfer function of the system [24]. Assume that \( \kappa > 0 \) is not an eigenvalue of \( D \) (if \( D = 0 \), assign \( \kappa = 1 \)), we have \( \kappa I - D \) being invertible. Thus the original system can be converted to:

\[
\begin{bmatrix}
E \\
0
\end{bmatrix}, \quad A_{eq} = \begin{bmatrix} A \\ (\kappa I - D)^{-1} \end{bmatrix},
\]

\[
\begin{bmatrix}
B \\
I
\end{bmatrix}, \quad C_{eq} = [C \, I], \quad D_{eq} = \kappa I.
\]

It is straightforward to verify that the transfer function of the equivalent model (34) is identical to that of the original model [24]. \( D_{eq} + D_{eq}^T (2\kappa I) \) is guaranteed to be nonsingular. Besides, the model conversion does not change the index of the model.
D. Summary of Algorithm

After the passivity enforcement of the improper (if exists) and proper parts, the system is guaranteed to be passive. The transfer function of the passive DS comprises of two parts: the partially empirical choice of \( \tilde{\omega}_p \), thus the perturbed DS remains nonsingular if \( E' = \begin{bmatrix} E_p & 0 & I_m \\ 0 & 0 & 0 \end{bmatrix}, \quad A' = \begin{bmatrix} A_p & I_m \\ I_m & I_m \end{bmatrix} \)
\[ (35) \]

\[ B' = \begin{bmatrix} B \\ 0 \\ \tilde{L}^T \end{bmatrix}, \quad C' = \begin{bmatrix} \tilde{C} - \tilde{L} & 0 \end{bmatrix}, \quad D' = D, \]

where \( \tilde{M}_1 = \tilde{L}^T \tilde{L} \) is the Cholesky factorization of \( \tilde{M}_1 \). One can easily check that the transfer function of this DS is identical to the sum of the proper and improper parts. Besides, \( A' \) remains nonsingular if \( A \) is nonsingular and \( E' \) is index-2 if \( E \) is index-2 (note that the matrix block \( \begin{bmatrix} 0 & I_m \\ 0 & 0 \end{bmatrix} \) is index-2).

Passivity enforcement of the proper part requires solving the optimization problem \( (32) \), whose efficiency is influenced by the partially empirical choice of \( \omega_{i,p} \). Thus the perturbed DS should be treated as a new input and go through the passivity check procedure. If nonpassive, iterative perturbations should be performed. The flow of PEDS is summarized as Algorithm 1 (Fig. 1). In practice, the iteration number is usually no more than 5 if the passivity violation is mild (which ought to be the case when the underlying system being modeled is passive).

E. Computation Complexity

1) Calculation of \( \nu \) and improper part extraction: This procedure only involves vector-matrix multiplication and vector-matrix solving, thus its computation complexity is low.

2) System decomposition via canonical projector methods: Computation complexity of this procedure is \( O(n^3) \), which can be further speeded up by employing (sparse) LU decomposition in the spectral projector calculation of the (sparse) DS [22]. The canonical projector-based decomposition is faster and numerically more stable compared to direct calculation of Weierstrass canonical form. Moreover, this procedure can be totally avoided for most commonly encountered impulse-free DSs.

3) Passivity enforcement of the improper part: The size of the extracted improper part is \( m \), where \( m \) is the number of ports (small). Thus the size of the LMI is \( m^2 + 1 \). Computation complexity of this procedure is negligible among the flow.

4) Iterative passivity check and enforcement of the proper part: This procedure dominates the speed of the algorithm. In each iteration, an \( O(n^3) \) generalized eigenvalue calculation is required. If the matrices are sparse, cheaper eigenvalue calculation algorithms for sparse matrices can be employed. For most cases, the passivity enforcement can be finished in no more than 5 iterations.

5) Model conversion and reconstruction: Their computation complexity is negligible.

In summary, the complexity of the algorithm is \( O(n^3) \) and is dominated by the iterative passivity test and enforcement procedure. Therefore, PEDS can handle small or medium models or large but sparse models. Fortunately, this is not a problem in real applications as most real-world models are sparse and MOR is normally first performed on large scale models.

V. Numerical Examples

Example 1: An illustrative example

The model studied is an artificial single-input-single-output, order-4 DS in impedance/admittance representation. The index of the DS is 2. The system is stable with two finite poles \((-0.5000 \pm j 1.4142)\) in the open left half plane.

\[ E = \begin{bmatrix} 16 & 12 & -4 & 14 \\ -14 & 8 & 4 & -14 \\ -14 & 8 & -4 & 34 \\ 6 & -4 & 0 & -10 \end{bmatrix}, \quad A = \begin{bmatrix} 6 & -19 & 7 & -9 \\ 11 & -25 & -21 & 18 \\ 25 & -9 & 35 & -16 \\ -27 & 6 & -16 & 38 \end{bmatrix}, \]

\[ B^T = \begin{bmatrix} -0.6 & 1.2 & -0.3 \end{bmatrix}, \quad C = \begin{bmatrix} 3.2 & 1.4 & 2.6 & 1.4 \end{bmatrix}, \quad D = 0.105, \]

\[ \tilde{C} = \begin{bmatrix} 3.0876 & 1.4736 & 2.6 & 1.4 \end{bmatrix}. \]

(36)
Example 2: A PECC reduced-order model

The model used in this example is a reduced-order model of an original order-480 PECC model, which is generated by partial element equivalent circuit modeling of a patch antenna [2]. The original model is a single-input-single-output DS with \( D = 0 \). A order-35 reduced order model is obtained through PRIMA [15]. All poles of the reduced model are stable. An impulse response test following Section III-A shows that the model is impulse-free. The passivity violation band is from 1.15 to 1.39 (rad/s).

The order-35 nonpassive model is in DS form with \( D + D^T = 0 \), hence previous passivity enforcement algorithms are not applicable. PEDS is performed on it for passivity compensation. Since the model is impulse-free, no system decomposition is required. Passivity is achieved by perturbing \( C \) to \( \tilde{C} \). The eigenvalue plots of the original and passive model are shown in Fig. 3. It can be seen that passivity is enforced without significantly impacting the frequency response of the model.

Example 3: A common mode filter

The data used in this model is from TDK S-parameter data library [20]. The S-parameter data are measured from an 8-port common mode filter. The S-parameter matrices are then converted to Y-parameter (admittance representation) ones. A DS model is generated from the Y-parameter matrices through Loewner-TI, which is an efficient method to build models from frequency domain sampled response, especially for systems with massive ports. The model generated is an order-167 DS with \( D = 0 \). A simple calculation shows that all the finite poles of the generated model are stable. But nonpassivity occurs due to the modeling error. 40 purely imaginary generalized eigenvalues of the Hamiltonian-symplectic matrix pencil are detected, which implies 20 crossover points in the eigenvalue plot of \( G(j\omega) \).

PEDS is performed on the generated DS model. As the DS is impulse-free, no system decomposition is required. Purely imaginary generalized eigenvalues are moved off the imaginary axis through iterative solves of the least-square problems. The \( G(j\omega) \) eigenvalue plots of the original and perturbed models are shown in Figs. 4 & 5. Fig. 6 shows the zoomed portion between 8GHz and 11.5GHz. The perturbed model is guaranteed passive, with little accuracy loss. We choose the port-2 to port-1 Bode diagram to show the accuracy of the perturbed model. As shown in Fig. 7, the perturbed model is accurate in most frequency bands.

VI. CONCLUSION

The passivity enforcement algorithm for DSs based on perturbation of Hamiltonian-symplectic matrix pencil, PEDS, has been proposed. PEDS is the first algorithm that handles more general DS models and DS/RS models with singular \( D + D^T \). PEDS can minimize the error of the passivity enforced models through a coordinate transformation method. The perturbations of the improper part and proper part of the DS are finally reduced to a standard LMI “mincx” problem and a standard least-square problem. Numerical examples have demonstrated that PEDS is efficient, fast and numerically stable for DSs with mild passivity violations.
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