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Abstract—This paper is concerned with the design of observers and dynamic output-feedback controllers for positive linear systems with interval uncertainties. The continuous-time case and the discrete-time case are both treated in a unified linear matrix inequality (LMI) framework. Necessary and sufficient conditions for the existence of positive observers with general structure are established, and the desired observer matrices can be constructed easily through the solutions of LMIs. An optimization algorithm to the error dynamics is also given. Furthermore, the problem of positive stabilization by dynamic output-feedback controllers is investigated. It is revealed that an unstable positive system cannot be positively stabilized by a certain dynamic output-feedback controller without taking the positivity of the error signals into account. When the positivity of the error signals is considered, an LMI-based synthesis approach is provided to design the stabilizing controllers. Unlike other conditions which may require structural decomposition of positive matrices, all proposed conditions in this paper are expressed in terms of the system matrices, and can be verified easily by effective algorithms. Two illustrative examples are provided to show the effectiveness and applicability of the theoretical results.
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I. INTRODUCTION

POSITIVE systems are dynamic systems whose state variables are constrained to be positive (at least nonnegative) at all times. Such systems abound in various fields, e.g., biomedicine [1], [2], pharmacokinetics [3], ecology [4], chemical engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], industrial engineering [6], economics, and so on. Recently, an interesting application of positive system model engineering [5], [8]. In view of these widespread applications, it is necessary to investigate the analysis and synthesis problems for positive systems. However, a lot of well-established results for general linear systems cannot be readily applied to positive systems due to the fact that positive systems are defined on cones rather than linear spaces. For example, in general linear system theory, if a system is controllable, the poles of the system can be placed arbitrarily, whereas for positive linear systems, this feature may not be true owing to the positivity constraints on system matrices. Therefore, the study on positive system theory has appealed to an increasing number of researchers all over the world.

The early mathematical study on positive systems (nonnegative matrices) can be traced back to Markov, Perron, and Frobenius, just to mention a few. As for recent developments on nonnegative matrices, we refer readers to [9], [10] and references therein. The unifying approach of system theory to positive systems was initiated by David G. Luenberger in his famous book [11]. Since then, a large number of theoretical and practical contributions to this field have emerged. The positive realization problem has been investigated thoroughly during the past several decades, and many results can be found in the literature [12]–[18]. Reachability and controllability for positive systems have received much attention as well [19]–[23], and a good survey is provided in [24]. As for some results on 2-D positive systems, we refer readers to [25]–[28], and references therein. In contrast with the abundance in the behavior analysis and the property characterization, only a few results on the synthesis and feedback control are available. The problem of positive or-thant stabilizability and holdability with the scalar input was extensively studied in [29]. Based on Geršgorin’s theorem and quadratic programming, a sufficient condition for the existence of state-feedback controllers guaranteeing the stability and positivity of the closed-loop system has been proposed in [30]. The problem of stabilization into the interior of positive orthant with the scalar input has been solved by means of affine state feedback in [31]. Some results on pole assignment for a class of positive systems with cohort-type model structure can be found in [32]. The optimal output feedback controller design for set-point regulation of positive linear systems with structural constraints on the system matrices has been treated in [33]. Recently, the synthesis problem of state-feedback controllers guaranteeing the closed-loop system to be asymptotically stable and positive has been investigated by the LMI approach and the linear programming approach in [34] and [35], respectively. In terms of the structural decomposition on the system matrices, a design approach to positive observers of compartmental systems has been established in [36]. A few results on the design of positive observers by using a linear programming approach are available in [37], [38], and some discussion on the existence and synthesis of positive observers can be found in [39] and [40].

In the literature aforementioned, it is assumed that parameters of systems are exactly known. However, in practical applications, it is inevitable that uncertainties enter the system parameters due to some unpredictable factors, e.g., limitation in data acquisition [41], errors in measurements, stochastic disturbances from the environments [42], and the individual variability of plants [1]. Although there are results on robust stability
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analysis for positive systems [43], [44], the synthesis problems for uncertain positive systems have not been fully investigated, especially for the output feedback case. This forms the motivation of our study.

In this paper, we investigate the design problem of positive observers and dynamic output-feedback controllers for positive linear systems with interval uncertainties. Being different from widely used algebraic techniques such as monomial transformation and decomposition, both the continuous-time case and the discrete-time case are treated in a unified linear matrix inequality framework. Necessary and sufficient conditions on the existence of positive observers are established, and the desired observer matrices can be constructed easily through the solutions of LMIs. An optimization algorithm to the error dynamics is also given. Moreover, it is revealed that an unstable positive system cannot be positively stabilized by a certain dynamic output-feedback controller without taking the positivity of the error signals into account. When the positivity of the error signals is considered, an LMI-based synthesis approach is provided to design the stabilizing controllers. Unlike other conditions which may require structural decomposition of positive matrices, all the conditions proposed in this paper are expressed in terms of the system matrices, and can be verified easily by effective algorithms.

The remainder of this paper is organized as follows. Section II presents some notation and preliminaries. Sections III and IV are devoted to solving design problem of positive observers and controllers, respectively. A brief discussion on the design of reduced-order observers and controllers is presented in Section V. Two illustrative examples are provided in Section VI to show the effectiveness and applicability of the theoretical results. In Section VII, we summarize our results.

II. NOTATION AND PRELIMINARIES

Let \( \mathbb{R} \) be the set of real numbers; \( \mathbb{R}^n \) denotes the \( n \) -dimensional Euclidean space; \( \mathbb{R}^{m \times n} \) is the set of \( m \times n \) matrices for which all entries belong to \( \mathbb{R} \).

For a matrix \( A \in \mathbb{R}^{m \times n} \), \( A_{ij} \) denotes the element located at the \( i \)th row and the \( j \)th column. A matrix \( A \) is said to be nonnegative, denoted by \( A \succeq 0 \), if \( \forall (i, j) \ A_{ij} \geq 0 \); it is said to be positive, if \( \forall (i, j) \ a_{ij} > 0, \exists (i, j) a_{ij} > 0 \). Due to the fact that the definitions of nonnegative and positive matrices are equivalent, except when a nonnegative matrix is identical, zero which is the degenerate case and is of no interest, we do not distinguish these two throughout this paper. That is to say that we consider these two are equivalent in general cases. A matrix \( A \in \mathbb{R}^{m \times n} \) is called Metzler, if all its off-diagonal elements are nonnegative, i.e., \( \forall (i, j), i \neq j \ A_{ij} \geq 0 \). For matrices \( A, B \in \mathbb{R}^{m \times n} \), the notation \( A \succeq B \) means that \( A - B \succeq 0 \). For matrices \( A_n, A_m \in \mathbb{R}^{m \times n} \), the notation \( A_n \preceq A_m \) means that \( A_n \leq A_m \).

For symmetric matrices \( X \in \mathbb{R}^{r \times r} \) and \( Y \in \mathbb{R}^{s \times s} \), the notation \( X \succeq Y \) (respectively, \( X \succ Y \)) means that \( X - Y \) is positive-semidefinite (respectively, positive-definite). \( I \) is the identity matrix with appropriate dimension, and the superscript “\( ^T \)” represents the transpose. For any matrix \( A \in \mathbb{R}^{m \times n} \), \( \rho(A) \triangleq \max \{ |\lambda| : \lambda \in \sigma(A) \} \) and \( \mu(A) \triangleq \max \{ \Re \lambda : \lambda \in \sigma(A) \} \) denote the spectral radius and spectral abscissa of \( A \), respectively, where \( \sigma(A) \) is the spectrum of \( A \).

The symbol \( \# \) is used to denote a matrix which can be inferred by symmetry. Matrices, if their dimensions are not explicitly stated, are assumed to have compatible dimensions for algebraic operations.

We give the following definition on positive linear systems.

Definition 1:

1) Consider a continuous-time linear system

\[
\dot{x}(t) = Ax(t) + Bu(t) \\
x(0) = x_0 \\
y(t) = Cx(t)
\]

where \( x(t) \in \mathbb{R}^n \), \( u(t) \in \mathbb{R}^m \), and \( y(t) \in \mathbb{R}^r \) are the system state, control input, and output, respectively, and \( A, B, C \) are system matrices with compatible dimensions. System (1) is said to be a (continuous-time) positive linear system if for all \( x_0 \succeq 0 \) and all input \( u(t) \succeq 0 \), we have \( x(t) \succeq 0 \) and \( y(t) \succeq 0 \) for \( t > 0 \).

2) Consider a discrete-time linear system

\[
x(k+1) = Ax(k) + Bu(k) \\
x(0) = x_0 \\
y(k) = Cx(k)
\]

where \( x(k) \in \mathbb{R}^n \), \( u(k) \in \mathbb{R}^m \), and \( y(k) \in \mathbb{R}^r \) are the system state, control input, and output, respectively, and \( A, B, C \) are system matrices with compatible dimensions. System (2) is said to be a (discrete-time) positive linear system if for all \( x_0 \succeq 0 \) and all input \( u(k) \succeq 0 \), we have \( x(k) \succeq 0 \) and \( y(k) \succeq 0 \) for \( k \in \mathbb{N} \).

The following lemma provides a direct characterization for positive linear systems.

Lemma 1 ([45]):

1) The system in (1) is a continuous-time positive linear system if and only if

\[
A \text{ is Metzler} \quad B \succeq 0 \quad C \succeq 0.
\]

2) The system in (2) is a discrete-time positive linear system if and only if

\[
A \succeq 0 \quad B \succeq 0 \quad C \succeq 0.
\]

It should be stressed here that, when \( x_0 \succeq 0 \) and \( u(t) \succeq 0 \) or \( u(k) \succeq 0 \) are not satisfied, \( x(t) \) or \( x(k) \) may not stay in the first orthant even if the conditions of Lemma 1 holds. In other words, \( x_0 \succeq 0 \) and \( u(t) \succeq 0 \) or \( u(k) \succeq 0 \) are essential for the positivity of systems. In the real world, this is often guaranteed by the features of practical physical systems.

The asymptotic stability conditions for positive linear systems are given in the following lemma.

Lemma 2 ([45]):

1) The continuous-time positive linear system in (1) is asymptotically stable if and only if there exists a matrix \( P = \text{diag}(p_{11}, p_{22}, \ldots, p_{nn}) > 0 \) such that

\[
PA + A^TP < 0,
\]
2) The discrete-time positive linear system in (2) is asymptotically stable if and only if there exists a matrix $P = \text{diag}(p_{11}, p_{22}, \ldots, p_{nn}) > 0$ such that 

$$A^TPA - P < 0.$$ 

We end this section by giving two lemmas which will be used in the sequel.

**Lemma 3** ([9], [10]): For matrices $A, B \in \mathbb{R}^{n \times n}$,

1) If $A \geq B \geq 0$, then $\rho(A) \geq \rho(B)$.
2) If $A$ and $B$ are Metzler and $A \geq B$, then $\mu(A) \geq \mu(B)$.

**Lemma 4:** For any matrices $U, Q \in \mathbb{R}^{n \times n}$ with $Q > 0$,

$$U^TQ^{-1}U \geq U + U^T - Q.$$

**Proof:**

$$U^TQ^{-1}U - (U + U^T - Q) = (U - Q)^TQ^{-1}(U - Q) \geq 0.$$ 

\[ \Box \]

### III. Positive Observer Design

In this section, we consider observer design for the following uncertain interval positive system:

$$\begin{align*}
\dot{x}(t) &= Ax(t) \\
y(t) &= Cx(t)
\end{align*}$$

where $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$ are unknown constant matrices, and $A_m, A_M \in \mathbb{R}^{n \times n}$ is Metzler and $0 \leq C_m \leq C_M \in \mathbb{R}^{n \times n}$. Identity Luenberger observer structure used in [36] is not suitable for such systems, and the more general observer structure which will be adopted is of the form

$$\dot{\hat{x}}(t) = G\hat{x}(t) + Ly(t)$$

where $G \in \mathbb{R}^{n \times r}$ and $L \in \mathbb{R}^{r \times r}$ are the observer matrices to be designed. Throughout this section, we make the following assumption.

**Assumption 1:** The matrix $A_M$ is asymptotically stable.

Define the error signal as $e(t) = x(t) - \hat{x}(t)$, then the augmented observing system is given by

$$\begin{bmatrix}
\dot{x}(t) \\
\dot{\hat{x}}(t)
\end{bmatrix} = 
\begin{bmatrix}
A & 0 \\
A - LC - G & G
\end{bmatrix}
\begin{bmatrix}
x(t) \\
e(t)
\end{bmatrix}.$$ 

For general linear systems, it is only required that system (5) is asymptotically stable. For positive linear systems, however, this specification is not enough, since not only the stability of (5) but also the positivity of $\dot{\hat{x}}(t)$ should be guaranteed. To this end, it is natural to require, according to Lemma 1, that $L \geq 0$ and $G$ is Metzler. In addition, as seen from [36], the induced error dynamic system is a positive system for the identity Luenberger observer. It is desirable that this feature also holds for the general case. In other words, (5) is a positive system. In fact, the positivity of $e(t)$ is significant for the design of dynamic output-feedback controllers, which will be discussed in the sequel. Therefore, the problem of continuous-time general observer (CGO) is stated as follows.

1) **Problem 1 (CGO):** Given a positive system in (3), design Metzler $G$ and $L \geq 0$ such that system (5) is positive and asymptotically stable for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$.

For the discrete-time case

$$\begin{align*}
x(k+1) &= Ax(k) \\
y(k) &= Cx(k)
\end{align*}$$

we similarly have the following observer structure:

$$\hat{x}(k+1) = G\hat{x}(k) + Ly(k).$$

Then, the augmented observing system is given by

$$\begin{bmatrix}
x(k+1) \\
e(k+1)
\end{bmatrix} = 
\begin{bmatrix}
A & 0 \\
A - LC - G & G
\end{bmatrix}
\begin{bmatrix}
x(k) \\
e(k)
\end{bmatrix}.$$ 

Likewise, we have the following problem of discrete-time general observer (DGO).

2) **Problem 2 (DGO):** Given a positive system in (6), design $G \geq 0$ and $L \geq 0$ such that system (8) is positive and asymptotically stable for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$.

**Remark 1:** The positivity specification on the error signals $e(t)$ is not introduced only for the purpose of consistence with the identity Luenberger observer case, but also facilitates the synthesis of the desired positive observer. Although this specification may cause some conservatism, it is noted that the positivity of the error signals $e(t)$ will not affect that of the estimation $\hat{x}(t)$. If the initial condition does not satisfy $x(t) \geq \hat{x}(t)$, the error signals $e(t)$ may not stay in the positive orthant for all $t \geq 0$, but $\dot{\hat{x}}(t)$ will still remain positive.

Traditional detectability is no longer sufficient to guarantee the existence of solutions to the problems of CGO and DGO. Of course, it is still a necessary condition. We are now in a position to establish necessary and sufficient conditions to the problems of CGO and DGO in terms of LMIs.

**Theorem 1:** There exists a solution to Problem CGO if and only if there exist matrices $P = \text{diag}(p_{11}, p_{22}, \ldots, p_{nn}) > 0$, $Q = \text{diag}(q_{11}, q_{22}, \ldots, q_{nn}) > 0$, $V \geq 0$, Metzler $W$ such that the following LMIs hold:

$$\begin{bmatrix}
PA_M + A_M^TP & P \\
Q & -W + W^T
\end{bmatrix} < 0$$

$$QA_m - VC_m - W \geq 0.$$ 

Under the conditions, desired observer matrices can be obtained as

$$G = Q^{-1}W,$$

$$L = Q^{-1}V.$$ 

**Proof:**

**Sufficiency:** From (9), we obtain that $W \neq 0$. Therefore, the obtained $G$ is Metzler, and $L \geq 0$, since $Q^{-1}$ is diagonally strictly positive.

It follows from (10) and (11) that:

$$Q(A_m - LC_M - G) \geq 0,$$

which implies that

$$A_m - LC_M - G \geq 0.$$ 

(12)
For any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$, it is obvious that
\begin{equation}
A_m \leq A \leq A_M, \quad LC_m \leq LC \leq LC_M. \tag{13}
\end{equation}

Combining (12) and (13) yields that, for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$
\begin{equation}
A - LC - G \geq A_m - LC_m - G \geq 0 \tag{14}
\end{equation}
which shows that augmented system (5) is a positive system.

From (9) and (11), we obtain that
\begin{equation}
\begin{bmatrix}
P & 0 \\
0 & Q
\end{bmatrix}
\begin{bmatrix}
A_M \\
A_m - LC_m - G
\end{bmatrix}
- \begin{bmatrix}
A_m \\
A_m - LC_m - G
\end{bmatrix}^T
\begin{bmatrix}
P & 0 \\
0 & Q
\end{bmatrix} \prec 0
\end{equation}
which, by Lemma 2, implies that
\begin{equation}
\mu\left(\begin{bmatrix}
A_M \\
A_m - LC_m - G
\end{bmatrix}
\right) < 0, \tag{15}
\end{equation}

By (13), we know that, for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$
\begin{equation}
\begin{bmatrix}
A \\
A - LC - G
\end{bmatrix} \leq \begin{bmatrix}
A_m \\
A_m - LC_m - G
\end{bmatrix} \leq \begin{bmatrix}
A_M \\
A_m - LC_m - G
\end{bmatrix}. \tag{16}
\end{equation}

Then, combining (14)-(16) and by Lemma 3, we obtain that, for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$
\begin{equation}
\mu\left(\begin{bmatrix}
A \\
A - LC - G
\end{bmatrix}
\right) < 0
\end{equation}
which means that augmented system (5) is asymptotically stable for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$. This proves the sufficiency.

Necessity: Suppose that there exist $G$ and $L$ such that observer (4) is positive, i.e., $G$ is Metzler, and $L \gg 0$, and augmented system (5) is a positive asymptotically stable system for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$. Then, by Lemma 2, we obtain that there exist matrices $P = \text{diag}(p_{11}, p_{22}, \ldots, p_{mm}) > 0$ and $Q = \text{diag}(q_{11}, q_{22}, \ldots, q_{mm}) > 0$ such that
\begin{equation}
\begin{bmatrix}
P & 0 \\
0 & Q
\end{bmatrix}
\begin{bmatrix}
A_m \\
A_m - LC_m - G
\end{bmatrix}
- \begin{bmatrix}
A_m \\
A_m - LC_m - G
\end{bmatrix}^T
\begin{bmatrix}
P & 0 \\
0 & Q
\end{bmatrix} \prec 0. \tag{17}
\end{equation}

By setting
\begin{equation}
V = QL, \quad W = QG \tag{18}
\end{equation}
we readily obtain, with the diagonal strict positivity of $Q$, that $V \gg 0$ and $W$ is Metzler. Substituting (18) into (17), we further obtain (9).

Since augmented system (5) is positive for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$, we obtain that
\begin{equation}
\begin{bmatrix}
A_m \\
A_m - LC_m - G
\end{bmatrix}
\end{equation}
is Metzler. This implies that $A_m - LC_m - G \geq 0$. By the positivity of $Q$ and (18), we further obtain that
\begin{equation}
QA_m - VC_m - W \geq 0
\end{equation}
which is equivalent to (10). This proves the necessity. \hfill \blacksquare

For the discrete-time case, we have the following theorem.

**Theorem 2:** There exists a solution to Problem DGO if and only if there exist matrices $P = \text{diag}(p_{11}, p_{22}, \ldots, p_{mm}) > 0$, $Q = \text{diag}(q_{11}, q_{22}, \ldots, q_{mm}) > 0$, $V \gg 0$, $W \gg 0$ such that the following LMIs hold:
\begin{equation}
\begin{bmatrix}
-P & 0 & 0 \\
Q & 0 & 0 \\
0 & -P & 0
\end{bmatrix} < 0 \tag{19}
\end{equation}
\begin{equation}
QA_m - VC_m - W \geq 0. \tag{20}
\end{equation}

Under the conditions, desired observer matrices can be obtained as
\begin{equation}
G = Q^{-1}W, \quad L = Q^{-1}V. \tag{21}
\end{equation}

**Proof:**

**Sufficiency:** By the diagonal positivity of $Q^{-1}$, $V \gg 0$, and $W \gg 0$, we obtain from (21) that $G \gg 0$ and $L \gg 0$. It follows from (20) and (21) that:

\begin{equation}
Q(A_m - LC_m - G) \geq 0
\end{equation}
which, by the diagonal positivity of $Q$, implies that
\begin{equation}
A_m - LC_m - G \geq 0. \tag{22}
\end{equation}

For any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$, it is obvious that
\begin{equation}
A_m \leq A \leq A_M, \quad LC_m \leq LC \leq LC_M. \tag{23}
\end{equation}
Combining (22) and (23) yields that, for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$
\begin{equation}
A - LC - G \geq A_m - LC_m - G \geq 0 \tag{24}
\end{equation}
which shows that augmented system (8) is a positive system.

It follows from (19), (21), and Schur complement equivalence that:
\begin{equation}
\begin{bmatrix}
A_m \\
A_m - LC_m - G
\end{bmatrix}
\end{equation}
which, by Lemma 2, implies that
\begin{equation}
\rho\left(\begin{bmatrix}
A_m \\
A_m - LC_m - G
\end{bmatrix}
\right) < 1. \tag{25}
\end{equation}

It is obvious that, for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$
\begin{equation}
\begin{bmatrix}
A \\
A - LC - G
\end{bmatrix} \leq \begin{bmatrix}
A_m \\
A_m - LC_m - G
\end{bmatrix}. \tag{26}
\end{equation}
By combining (25)–(26) and using Lemma 3, we obtain that, for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$
\[
\rho\left(\begin{bmatrix} A & \quad \quad 0 \\ A - LC - G & \quad \quad G \end{bmatrix}\right) < 1
\]
which implies that augmented system (8) is asymptotically stable for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$. This proves the sufficiency.

**Necessity:** Suppose there exist $G \gg 0, L \gg 0$ such that augmented system (8) is positive and asymptotically stable for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$. Then, by Lemma 2, we obtain that there exist matrices $P = \text{diag} (p_{11}, p_{22}, \ldots, p_{nn}) > 0$ and $Q = \text{diag} (q_{11}, q_{22}, \ldots, q_{mm}) > 0$ such that
\[
\begin{bmatrix} A_M \\ A_m - LC_m - G \end{bmatrix}^T \begin{bmatrix} P & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} A_M \\ A_M - LC_M - G \end{bmatrix} - \begin{bmatrix} P & 0 \\ 0 & Q \end{bmatrix} < 0.
\]
By setting
\[
V = QL, \quad W = QG
\]
we readily obtain, with the diagonal strict positivity of $Q$, that $V \gg 0$ and $W \gg 0$. Substituting (28) into (27), we further obtain (19).

Since augmented system (8) is positive for any $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$, we obtain that
\[
\begin{bmatrix} A_m \\ A_m - LC_M - G \end{bmatrix} \gg 0,
\]
This implies that $A_m - LC_M - G \gg 0$. By the positivity of $Q$ and (18), we further obtain that
\[
Q A_m - VC_M - W \gg 0,
\]
which is equivalent to (20). This proves the necessity.

**Remark 2:** Due to the uncertainties in the system matrices, many useful structural features, such as irreducibility or monomial similarity to the companion form, may disappear. The conditions based on these features may become numerically intractable. Therefore, the LMI-type conditions of Theorems 1 and 2, which could be checked easily by effective algorithms such as the interior-point method [46], may be better in the sense of numerical computation.

**Remark 3:** Theorems 1 and 2 present necessary and sufficient conditions on the existence of desired robust observers for interval positive linear systems. Unlike general conditions on interval systems which may require enormous computation to check the necessity, it is only required to test a vertex of the uncertain domain of the system matrices in Theorems 1 and 2. This reduces drastically the computational burden, and makes the conditions easy to use.

When the external disturbance $w(t)$ is taken into account, the presented results can be extended to the disturbance attenuation observers with performance specifications, such as $\mathcal{H}_2$ and $\mathcal{H}_\infty$ norm, on the error signals or the augmented state variables in a standard way. Further results on these topics are not intended to be presented here due to the page length consideration.

When the external input $u(t)$ is applied to the system, i.e.,
\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t)
\end{align*}
\]
where $A, C$ are defined as previously, and $B$ is assumed to be known, we use the following observer structure for the continuous-time case:
\[
\dot{\hat{x}}(t) = G\hat{x}(t) + L y(t) + Bu(t).
\]
Some manipulations give that
\[
\dot{\hat{e}}(t) = G\hat{e}(t) + (A - LC - G) x(t).
\]
It follows that the error signals may no longer converge to zero owing to the excitation of $x(t)$. To make the error small, various standard design techniques, such as $\mathcal{H}_2/\mathcal{H}_\infty$ optimization [47], $L_1$ optimization [48], model predictive control [49], can be employed, but details on this issue are omitted due to their maturity. Here, by making use of the positivity of the considered system, we propose another approach based on the iterative LMI optimization technique to reduce the error. On one hand, it is desirable that the error signals converge to its steady as fast as possible. Hence, a prescribed decay rate can be imposed to the system, i.e.,
\[
P G + G^T P + 2 \lambda P < 0
\]
where $P > 0$ and $\lambda$ is a prescribed decay rate. On the other hand, to make the steady error small, we may require the norm of $A - LC - G$ is small enough for $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$. It can be shown easily that, for $A_M - LC_M - G \gg 0$, $A_m - LC_m - G \gg 0$, $\|A_M - LC_m - G\| \geq \|A_m - LC_M - G\|$. In view of this feature, we may solve the following convex optimization problem to minimize the norm of $A - LC - G$ for $A \in [A_m, A_M]$ and $C \in [C_m, C_M]$.

Minimize $\epsilon$, subject to
\[
\begin{bmatrix} -\epsilon I \\ A_M - LC_M - G - I \end{bmatrix} < 0, \quad A_m - LC_m - G \gg 0.
\]
Therefore, an iteration LMI algorithm is constructed to optimize the observer matrices.

**Algorithm 1:**
1) Set $\nu = 1$, and find two initial observer matrices $G_\nu$ and $L_\nu$ solving Problem CGO.
2) For fixed $\lambda > 0$ and $G_\nu$, find a $P_\nu$ such that
\[
P_\nu G_\nu + G_\nu^T P_\nu + 2 \lambda P_\nu < 0.
\]
3) For fixed $\lambda > 0$ and $P_\nu$, solve the following convex optimization problem with respect to $\epsilon$, Metzler $G$, and $L \gg 0$:

Minimize $\epsilon$, subject to
\[
\begin{bmatrix} -\epsilon I \\ A_M - LC_M - G - I \end{bmatrix} < 0, \quad P_\nu G + G_\nu^T P_\nu + 2 \lambda P < 0,
\]
\[
A_m - LC_m - G \gg 0.
\]
Denote \( e_{\nu}^* \), \( G_{\nu+1} \), and \( L_{\nu+1} \) as the solution of the problem. If
\[
e_{\nu}^* \leq \delta_1,
\]
where \( \delta_1 \) is a prescribed bound, then \( G_{\nu+1} \) and \( L_{\nu+1} \) are desired observer matrices. STOP.

4) If
\[
|e_{\nu}^* - e_{\nu-1}^*| \leq \delta_2,
\]
where \( \delta_2 \) is a prescribed tolerance bound, then there may not exist desired observer matrices. STOP. Otherwise, set \( \nu = \nu + 1 \), and go to Step 2.

It is noted that \( e_{\nu}^* \) is monotonic decreasing with respect to \( \nu \) and lower bounded by 0, and hence the convergence of the iteration is guaranteed. The effectiveness of the algorithm will be shown through an example in the sequel. For the discrete-time case, a similar algorithm can be constructed, but omitted here for brevity.

IV. DYNAMIC OUTPUT-FEEDBACK STABILIZING CONTROLLER DESIGN

In this section, we turn to consider the positive stabilization problem by a dynamic output-feedback controller. Consider the following interval positive linear systems with input:
\[
\begin{align*}
\dot{x}(t) &= Ax(t) + Bu(t) \\
y(t) &= Cx(t)
\end{align*}
\]
(29)

where \( A \in [A_m, A_M] \), \( B \in [B_m, B_M] \), and \( C \in [C_m, C_M] \) are unknown constant matrices. Here, \( A_m \in \mathbb{R}^{n \times n} \) is Metzler and \( 0 \leq B_m \in \mathbb{R}^{n \times m} \), \( 0 \leq C_m \in \mathbb{R}^{n \times n} \). The general controller structure under consideration is of the form
\[
\begin{align*}
\dot{\hat{x}}(t) &= A\hat{x}(t) + Ly(t) \\
u(t) &= K\hat{x}(t)
\end{align*}
\]
(30)

where \( G \in \mathbb{R}^{n \times n} \), \( L \in \mathbb{R}^{n \times r} \), and \( K \in \mathbb{R}^{m \times n} \) are the controller matrices to be designed. When applying (30) to (29), the closed-loop system will become
\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{\hat{x}}(t)
\end{bmatrix} =
\begin{bmatrix}
A & BK \\
LC & G
\end{bmatrix}
\begin{bmatrix}
x(t) \\
\hat{x}(t)
\end{bmatrix}.
\]
(31)

On one hand, as discussed in [29]–[31], it is desired that \( x(t) \) remains in the positive orthant and converges to the origin. On the other hand, it is natural to require \( \hat{x}(t) \), the estimate of \( x(t) \), to be nonnegative as well. Therefore, the problem to be solved is to design \( G, L \) and \( K \) such that the closed-loop system (31) is positive and asymptotically stable. Unfortunately, we shall prove that this is impossible.

**Theorem 3:** For a given unstable positive system in (29), there exist no \( G, L \) and \( K \) such that the closed-loop system (31) is positive and asymptotically stable.

**Proof:** Assume that there exist \( G, L \) and \( K \) such that (31) is positive and asymptotically stable, then, according to Lemma 2, there must exist diagonal matrices \( P = \text{diag}(p_{11}, p_{22}, \ldots, p_{mm}) > 0 \) and \( Q = \text{diag}(q_{11}, q_{22}, \ldots, q_{mm}) > 0 \) such that the following LMI holds:
\[
\begin{bmatrix}
P & 0 \\
0 & Q
\end{bmatrix}
\begin{bmatrix}
A & BK \\
LC & G
\end{bmatrix}
\begin{bmatrix}
P & 0 \\
0 & Q
\end{bmatrix} < 0.
\]

With this, we obtain that
\[
P A + A^T P < 0
\]
which implies that the original system (29) is asymptotically positive. This contradicts the assumption that the original system is unstable. Therefore, there exist no \( G, L \) and \( K \) such that the closed-loop system (31) is positive and asymptotically stable. STOP.

Although Theorem 3 gives a negative answer to the positive stabilization problem aforementioned, this does not mean that no approach could be used. The key lies in the positivity of the error signal, which is defined as
\[
e(t) = x(t) - \hat{x}(t).
\]
If we choose \( [x^T(t) \ e^T(t)]^T \) as the new augmented state variable, then the new closed-loop system will become
\[
\begin{bmatrix}
\dot{x}(t) \\
\dot{\hat{x}}(t)
\end{bmatrix} =
\begin{bmatrix}
A + BK \\
A - LC + BK - G
\end{bmatrix}
\begin{bmatrix}
x(t) \\
\hat{x}(t)
\end{bmatrix}.
\]
(32)

It is possible that there exist \( G, L \) and \( K \) such that (32) is positive and asymptotically stable for a given unstable open-loop system in (29). Hence, we turn to consider the positive stabilization problem based on the closed-loop system in (32). In the meanwhile, to guarantee the positivity of the estimate \( \hat{x}(t) \), it is natural to require that \( G \) and \( L \) are Metzler and nonnegative, respectively. It is easy to show that there exists no nonnegative \( K \) such that (32) is positive and asymptotically stable for a given unstable system in (29). Here, we only consider designing a nonpositive \( K \) to positively stabilize (29). As for designing a sign-indefinite \( K \), it remains unsolved and needs further study. Therefore, the problem of continuous-time general controller (CGC) is formulated as follows.

1) Problem 3 (CGC): Given a system in (29), design Metzler \( G, L \geq 0 \), and \( K \leq 0 \) such that (32) is positive and asymptotically stable for any \( A \in [A_m, A_M] \), \( B \in [B_m, B_M] \) and \( C \in [C_m, C_M] \).

For the discrete-time case
\[
\begin{align*}
x(k+1) &= Ax(k) + Bu(k) \\
y(k) &= Cx(k)
\end{align*}
\]
(33)
we have the following theorem.

**Theorem 4:** For a given unstable positive system in (33), there exist no \( G, L \) and \( K \) such that the closed-loop
\[
\begin{bmatrix}
x(k+1) \\
\hat{x}(k+1)
\end{bmatrix} =
\begin{bmatrix}
A & BK \\
LC & G
\end{bmatrix}
\begin{bmatrix}
x(k) \\
\hat{x}(k)
\end{bmatrix}
\]
is positive and asymptotically stable.
Hence, we likewise turn to consider the new closed-loop system given by
\[
\begin{bmatrix}
    x(k+1) \\
    e(k+1)
\end{bmatrix} = \begin{bmatrix}
    A + BK & BK \\
    -LC + BK - G & G - BK
\end{bmatrix} \begin{bmatrix}
    x(k) \\
    e(k)
\end{bmatrix}.
\]  
(34)

The problem of discrete-time general controller (DGC) is stated as follows.

2) Problem 4 (DGC): Given a system in (33), design $G \gg 0$, $L \gg 0$ and $K \ll 0$ such that (34) is positive and asymptotically stable for any $A \in [A_m, A_M]$, $B \in [B_m, B_M]$ and $C \in [C_m, C_M]$.  

Remark 4: Compared with the single input state-feedback case [29, 31], the multi-input and multi-output case considered in this paper is more general and arduous. Not only the positivity and asymptotic stability of controlled $x(t)$ are considered, but also the positivity of the estimated signal $\hat{x}(t)$ is guaranteed. This allows us to use $\hat{x}(t)$ as a substitute of $x(t)$, in addition to constructing control signals, for further applications such as state monitoring and fault detection.

We first provide easy-to-check necessary conditions on the existence of solutions to Problems CGC and DGC. If they are not satisfied, then we can stop further computing and conclude that there exists no solution.

Theorem 5: If there exists a solution to Problem CGC, then the following linear inequalities with respect to Metzler $G$, $L \gg 0$, and $K \ll 0$ have a solution:
\[
\text{trace}(A_m + G) < 0 \quad (35)
\]
\[
[A_m + B_m K]_{k,j} \geq 0, \quad 1 \leq i \neq j \leq n \quad (36)
\]
\[
A_m - LC_m + B_m K - G \gg 0. \quad (37)
\]

Proof: If there exists a solution to Problem CGC, then we have that
\[
\mu \begin{bmatrix}
    A_m + B_m K & -B_m K \\
    A_m - LC_m + B_m K - G & G - B_m K
\end{bmatrix} < 0 \quad (38)
\]
\[
\begin{bmatrix}
    A_m + B_m K \\
    A_m - LC_m + B_m K - G
\end{bmatrix} \text{is Metzler.} \quad (39)
\]

It follows from (38) that
\[
\text{trace} \left( \begin{bmatrix}
    A_m + B_m K & -B_m K \\
    A_m - LC_m + B_m K - G & G - B_m K
\end{bmatrix} \right) < 0
\]
which implies (35). In addition, it is evident that (39) implies (36) and (37). This completes the proof.

For the discrete-time case, we similarly have the following theorem.

Theorem 6: If there exists a solution to Problem DGC, then the following linear inequalities with respect to $G \gg 0$, $L \gg 0$, and $K \ll 0$ have a solution
\[
\text{trace}(A_m + G) < n, \quad (35)
\]
\[
A_m + B_m K \gg 0 \quad (36)
\]
\[
A_m - LC_m + B_m K - G \gg 0. \quad (37)
\]

Next, we further study sufficient conditions and the corresponding synthesis approach for Problems CGC and DGC.

Theorem 7: There exists a solution to Problem CGC if there exist matrices $P > 0, \Lambda > 0$, Metzler $G, L \gg 0$ and $K \ll 0$ such that
\[
\begin{bmatrix}
    A^T P + \rho A - \rho \Lambda B^T P - \rho \Lambda B^T X + \Lambda B B^T X \\
    (B^T P + KC)^T (B^T P + KC) & K^T C^T C^T K^T
\end{bmatrix} < 0 \quad (40)
\]
\[
\begin{bmatrix}
    [A_m + B_m K]_{k,j} \geq 0, \quad 1 \leq i \neq j \leq n \\
    A_m - LC_m + B_m K - G \gg 0
\end{bmatrix} \quad (41)
\]

where
\[
A = \begin{bmatrix}
    A_m & 0 \\
    A_m & 0
\end{bmatrix} 
\]
\[
B = \begin{bmatrix}
    0 & B_m - B_m & 0 & B_m \\
    0 & B_m - B_m & -I & B_m
\end{bmatrix} 
\]
\[
K = \begin{bmatrix}
    G & 0 & 0 \\
    0 & 0 & G & L \\
    0 & 0 & K & 0
\end{bmatrix} 
\]
\[
C = \begin{bmatrix}
    0 & I \\
    0 & 0 \\
    I & \Lambda
\end{bmatrix}. \quad (43)
\]

Proof: It follows from (40) and (41) that $A_m + B_m K$ and $A_m - LC_m + B_m K - G$ are Metzler and nonnegative, respectively. Combining this with $L \gg 0$ and $K \ll 0$ yields that, for any $A \in [A_m, A_M]$, $B \in [B_m, B_M]$ and $C \in [C_m, C_M]$
\[
A + BK \gg A_m + B_m K \text{ is Metzler}. \quad (44)
\]

and
\[
A - LC + BK - G \gg A_m - LC_m + B_m K - G \gg 0. \quad (45)
\]

In addition, from $G$ being Metzler and $K \ll 0$, we obtain that, for any $B \in [B_m, B_M]$
\[
-BK \gg 0 \quad (46)
\]

and
\[
G - BK \text{ is Metzler.} \quad (47)
\]

Therefore, from (44)–(47), we have that, for any $A \in [A_m, A_M]$, $B \in [B_m, B_M]$, and $C \in [C_m, C_M]$, (32) is positive.

It follows from (40), by Schur complement equivalence, that:
\[
A^T P + \rho A - \rho \Lambda B^T P - \rho \Lambda B^T X + \Lambda B B^T X + (B^T P + KC)^T (B^T P + KC) < 0 \quad (48)
\]

which implies that
\[
A^T P + \rho A - \rho \Lambda B^T P + (B^T P + KC)^T (B^T P + KC) < 0 \quad (49)
\]
where the following relationship is used:
\[ PBB^T P - XBB^T P - PBB^T X + XBB^T X = (PB - XB) (B^T P - B^T X) \geq 0. \]

Rewriting (49) yields that
\[ (A + BK)C^T P + P (A + BK) + C^T K^T K C < 0, \]
which implies that
\[ (A + BK)C^T P + P (A + BK) < 0. \]
Therefore, \( A + BK \) is asymptotically stable. That is
\[ \mu (A + BK) < 0, \quad (50) \]

Some algebraic manipulations give that
\[ A + BK C = \begin{bmatrix} A_M + B_n K & -B_M K \\ A_M - LC + BK - G & G - B_M K \end{bmatrix}, \quad (51) \]
In addition, it is easy to show that
\[ A_M + B_n K \\
A_M - LC + BK - G \geq \begin{bmatrix} A + BK & -B_M K \\ A - LC + BK - G & G - B_M K \end{bmatrix}, \quad (52) \]
Therefore, by combining (50)–(52) and using Lemma 3, we obtain that
\[ \mu \left( \begin{bmatrix} A + BK & -B_M K \\ A - LC + BK - G & G - B_M K \end{bmatrix} \right) < 0, \]
which means that (32) is asymptotically stable for any \( A \in [A_m, A_M], B \in [B_m, B_M], \) and \( C \in [C_m, C_M]. \) This completes the proof. ■

When \( X \) in (40) is fixed, (40)–(42) become LMIs, of which their feasibility could be verified easily by conventional LMI solver. In addition, it can be seen from the proof that the left side of (48) achieves its minimum when \( X = P. \) Therefore, inspired by [50], the following iteration LMI (ILMI) algorithm is provided to solve (40)–(42).

**Algorithm 2 (ILMI Algorithm):**

1. Select \( Q > 0 \) and solve \( P \) from the following algebraic Riccati equation:
\[ A^T P + P A - PBB^T P + Q = 0. \]
Set \( \nu = 1 \) and \( \chi^*_\nu = P. \)
2. Solve the following optimization problem with respect to \( P_{\nu} > 0, \) Metzler \( G, L > 0, K \leq 0 \) and \( \alpha_{\nu}. \) Minimize \( \alpha_{\nu} \) subject to (41)–(42) and the following LMI constraint:
\[ \begin{bmatrix} A^T P_{\nu} A - P_{\nu} & # & # \\ -A^T XBB^T P_{\nu} & A^T P_{\nu} & # \\ -A^T P_{\nu} & # & # \end{bmatrix} < 0, \]
Denote \( \alpha_{\nu}^* \) as the optimal value of \( \alpha_{\nu}. \)
3. If \( \alpha_{\nu}^* \leq 0, \) then \( G, L \) and \( K \) are desired controller matrices. Stop.
4. Solve the following optimization problem with respect to \( P_{\nu} > 0, \) Metzler \( G, L > 0, K \leq 0: \)
Minimize \( \text{trace}(P_{\nu}) \) subject to (41)–(42) and the above LMI constraint with \( \alpha_{\nu} = \alpha_{\nu}^*. \)
Denote \( P_{\nu}^* \) as the optimal value of \( P_{\nu}. \)
5. If \( \|X_{\nu}^* - P_{\nu}^*\| < \delta, \) which is a prescribed tolerance bound, then there may not exist a solution. Stop.

Otherwise, set \( \nu = \nu + 1 \) and \( X_{\nu} = P_{\nu - 1}^*, \) then go to Step 2. For the discrete-time case, we provide the following theorem.

**Theorem 8:** There exists a solution to Problem DGC if there exist matrices \( P > 0, X > 0, G \geq 0, L \geq 0 \) and \( K \leq 0 \) such that
\[ \begin{bmatrix} A^T P A - P & # & # \\ -A^T XBB^T P A & A^T P & # \\ -A^T P & # & # \end{bmatrix} < 0, \]
\[ \begin{bmatrix} A_M + B_n K & -B_M K \\ A_M - LC + BK - G & G - B_M K \end{bmatrix} \geq 0, \]
\[ A_M + B_n K \geq 0, \]
\[ A_M - LC + BK - G \geq 0, \]
where \( A, B, K, \) and \( C \) are defined in (43).

**Proof:** Following the same line as in the proof of Theorem 7, we can derive that (34) is positive for any \( A \in [A_m, A_M], B \in [B_m, B_M], \) and \( C \in [C_m, C_M]. \) Next, we will show the stability of (34). It follows from (53), by Lemma 4, that
\[ \begin{bmatrix} A^T P A - P & # & # \\ -A^T XBB^T P A & A^T P & # \\ -A^T P & # & # \end{bmatrix} < 0, \]
which, by Schur complement, is equivalent to
\[ A^T P A - P - A^T XBB^T P A - A^T PBB^T X A + A^T XBB^T X A + C^T K^T B^T P B K C + (B^T P A + K C)^T (B^T P A + K C) < 0. \]
Noting that
\[ A^T P B B^T P A - A^T X BB^T P A - A^T P B B^T X A + A^T X BB^T X A \]
\[ = (A^T P B - A^T X B) (B^T P A - B^T X A) \geq 0 \]
we obtain that
\[ A^T P A - P - A^T P B B^T P A + C^T K^T B^T P B K C + (B^T P A + K C)^T (B^T P A + K C) < 0. \]
Rewriting (56) yields that
\[ (A + BK)C^T P (A + BK) - P + C^T K^T K C < 0 \]
which implies that
\[(A + BKC)^T \mathcal{P} (A + BKC) - \mathcal{P} < 0.\]

Hence, \(A + BKC\) is asymptotically stable, that is
\[
\rho(A + BKC) < 1.
\]

It is easy to show that, for any \(A \in [A_m, A_M], B \in [B_m, B_M],\) and \(C \in [C_m, C_M]\)
\[
A + BKC = \begin{bmatrix}
A_M + B_mK & -B_mK \\
A_m - LC_m + B_mK & G - B_mK
\end{bmatrix}
\begin{bmatrix}
A + BK \\
A - LC + BK - G
\end{bmatrix}
\geq \begin{bmatrix}
A + BK & -BK \\
A - LC + BK - G & G - BK
\end{bmatrix}.
\]

Therefore, by Lemma 3, we obtain that, for any \(A \in [A_m, A_M],\) \(B \in [B_m, B_M],\) and \(C \in [C_m, C_M]\)
\[
\rho\left(\begin{bmatrix}
A + BK & -BK \\
A - LC + BK - G & G - BK
\end{bmatrix}\right) < 1.
\]

This completes the proof.

An algorithm similar to the continuous-time case (Algorithm 1) can be constructed, but omitted here for brevity.

Remark 5: Unlike other synthesis approaches for dynamic output-feedback controllers [51], the controller matrices to be designed in Theorems 7 and 8 are separated from the Lyapunov matrices, and no parameterization is applied to them. This enables us to impose positivity specifications on the controller matrices in an easy way. In addition, since there are no structural constraints on the system matrices, it is anticipated that the applicability of the results is better.

Remark 6: It is noted that the solution sequence \(\text{trace}(\mathcal{P}^n)\) is monotonic decreasing and bounded below for a fixed \(\alpha_0\), and thus the convergence of the algorithm is guaranteed. It should be emphasized that one cannot conclude that there exists no solution to Problem CGC or DGC even if no solution can be found via Theorems 7 or 8 and the corresponding ILMI algorithm, since Theorems 7 or 8 is merely a sufficient condition and the solution obtained through the ILMI algorithm may not be globally optimal. As a matter of fact, the selection of initial \(\mathcal{Q}\) will affect the convergence speed of the algorithm and the obtained solution. If the algorithm fails to obtain a stabilizing solution, we may select another \(\mathcal{Q}\) and run the algorithm again.

Remark 7: It is obvious that, under the action of the designed controller (30), the state vectors \(x(t), \dot{x}(t)\) and \(e(t)\) will be nonnegative if the initial condition \(x(0) \geq 0, \dot{x}(0) \geq 0\) and \(e(0) \geq 0\) are satisfied. One may ask why (31) is not a positive and asymptotically stable system even when \(x(t)\) and \(\dot{x}(t)\) are nonnegative and converge to the origin. The reason for this is that the invariant set associated with (31) is not the positive orthant but the cone defined by
\[
\mathcal{D} = \left\{ \begin{bmatrix} x(t) \\ \dot{x}(t) \end{bmatrix} \geq 0 \mid [I \quad -I] \begin{bmatrix} x(t) \\ \dot{x}(t) \end{bmatrix} \geq 0 \right\}.
\]

In other words, any trajectory of (31) starting from \([x^T(0), \dot{x}^T(0)]^T \in \mathcal{D}\) will remain in \(\mathcal{D}\) for \(t > 0\). If a positive system can be called positive orthant invariant, then (31) with \(G, L\) and \(K\) obtained through Theorem 6 can be viewed as \(\mathcal{D}\) invariant. It is not difficult to show that a necessary and sufficient condition to Problem CGC is that there exist Metzler \(G, L \geq 0\) and \(K \leq 0\) such that (31) is asymptotically stable and \(\mathcal{D}\) invariant. This interpretation may be helpful to seek less conservative conditions for Problem CGC, and to further establish solvable necessary and sufficient conditions for the positive stabilization problem with sign-indefinite \(K\). For the discrete-time case, we also have similar remark. These may consist of some interesting problems for further investigation.

When uncertainties in the input matrix disappear, i.e., \(B_m = B_M\). Theorems 7 and 8 will become necessary and sufficient conditions to Problems CGC and DGC.

Theorem 9: There exists a solution to Problem CGC with \(B_m = B_M\) if and only if there exist matrices \(\mathcal{P} \succ 0, \mathcal{X} 

\text{ that } (40)-(42) \text{ hold.}

Theorem 10: There exists a solution to Problem DGC with \(B_m = B_M\) if and only if there exist matrices \(\mathcal{P} \succ 0, \mathcal{X} \succ 0, \mathcal{G} \geq 0, L \geq 0, K \leq 0\) such that (53)–(55) hold.

The sufficiency is an immediate result from Theorems 7 and 8. It suffices to prove the necessity. For the continuous-time, the proof of the necessity can be conducted by the similar line as in [50]. Here, we only provide the proof of the necessity for the discrete-time case.

Discrete-Time Case:

Necessity: Assume that (34) is positive and asymptotically stable for any \(A \in [A_m, A_M]\) and \(C \in [C_m, C_M]\), then
\[
\begin{bmatrix}
A_m + BK \\
A_m - LC + BK - G
\end{bmatrix} \geq 0
\]
and
\[
\rho\left(\begin{bmatrix}
A_m + BK \\
A_m - LC + BK - G
\end{bmatrix}\right) < 1
\]
where \(B = B_m = B_M\). Obviously, (57) implies (54) and (55). Next, we will show that (53) holds. Since
\[
\begin{bmatrix}
A_m + BK \\
A_m - LC + BK - G
\end{bmatrix} = A + BKC
\]
where \(A, B, C\) are defined in (43), it follows from (58) that there exists \(Z \succ 0\) such that
\[
(A + BKC)^T Z (A + BKC) - Z < 0.
\]

It is easy to find a large enough scalar \(\delta > 0\) such that
\[
(A + BKC)^T Z (A + BKC) - Z + \frac{1}{\delta} C^T K^T K C < 0
\]
which is equivalent to
\[
(A + BKC)^T Z (A + BKC) - Z + C^T K^T K C < 0.
\]

By setting \(P = \delta Z\), we obtain that
\[
(A + BKC)^T P (A + BKC) - P + C^T K^T K C < 0.
\]

Re-writing (59) yields that
\[
A^T P A - P - A^T P B B^T P A + C^T K^T B^T P B K C + (B^T P A + K C)^T (B^T P A + K C) < 0.
\]
Set $\mathcal{X} = \mathcal{P}$, then

$$ -A^T \mathcal{P} B B^T \mathcal{P} A - A^T \mathcal{P} B \mathcal{X} A + A^T \mathcal{X} B B^T \mathcal{X} A + C^T K T B^T \mathcal{P} K \mathcal{C} $$

$$ = (C^T K T B^T \mathcal{X}) (2 \mathcal{X} - \mathcal{P})^{-1} (\mathcal{X} B \mathcal{K} \mathcal{C}). $$

With this and (60), we obtain that

$$ A^T \mathcal{P} A - \mathcal{P} = -A^T \mathcal{X} B B^T \mathcal{P} A - A^T \mathcal{P} B \mathcal{X} A + (C^T K T B^T \mathcal{X}) (2 \mathcal{X} - \mathcal{P})^{-1} (\mathcal{X} B \mathcal{K} \mathcal{C}) + (B^T \mathcal{P} A + \mathcal{K} \mathcal{C})^T (B^T \mathcal{P} A + \mathcal{K} \mathcal{C}) < 0 $$

which, by Schur complement, is equivalent to (53). This completes the proof.

**Remark 8:** In fact, by removing the requirement $K \leq 0$ and adding the condition

$$ B M K \leq 0, $$

Theorems 9 and 10, when $B_m = B_M$, can be also extended to solve the problem of positive stabilization by a dynamic output-feedback controller with a sign-definite $K$, and the conditions are still necessary and sufficient.

**V. FURTHER RESULTS ON REDUCED-ORDER OBSERVERS AND CONTROLLERS**

In practical applications, it is often desirable to construct reduced-order observers and controllers due to the requirement on high-speed data processing or the limit of computation capacity. Hence, in this section, we briefly discuss this problem based on the results presented previously. Here, we only present the results for the continuous-time case. The results for the discrete-time case can be conducted in a similar way.

Consider the following class of interval positive linear systems:

$$ \begin{aligned}
\dot{x}(t) &= A x(t) + B u(t) \\
y(t) &= C x(t) \\
z(t) &= F x(t)
\end{aligned} $$

(61)

where $A$ and $C$ are the same as defined in Section III; $z(t) \in \mathbb{R}^d$ is the signal to be estimated; $0 \leq F \leq F_0$ is assumed to be a known matrix. The structure of reduced-order observers is given as

$$ \dot{\hat{z}}(t) = G v(t) + L y(t) $$

where $G \in \mathbb{R}^{d \times d}$ and $L \in \mathbb{R}^{d \times r}$ are the observer matrices to be designed. Define the error signal as $e(t) = z(t) - \hat{z}(t)$, then the augmented observing system is given by

$$ \begin{bmatrix}
\dot{x}(t) \\
\dot{\hat{z}}(t)
\end{bmatrix} =
\begin{bmatrix}
A & B K F \\
F A - L C - G F & G - F B K
\end{bmatrix}
\begin{bmatrix}
x(t) \\
e(t)
\end{bmatrix}. $$

(62)

Therefore, the problem of reduced-order continuous-time general observer (RCGO) is formulated as follows.

1) **Problem 5 (RCGO):** Given a system in (61), design Metzler $G$ and $L \geq 0$ such that (62) is positive and asymptotically stable.

**Theorem 11:** There exists a solution to Problem RCGO if and only if there exist matrices $P = \text{diag}(p_{11}, p_{22}, \ldots, p_{nm}) > 0$, $Q = \text{diag}(q_{11}, q_{22}, \ldots, q_{rr}) > 0$, $V \geq 0$, Metzler $W$ such that the following LMIs hold:

$$\begin{bmatrix}
P A M + A^T M P & A^T M Q - C^T M V T - W T \\
Q F A M - V C_m - W F & W + W^T
\end{bmatrix} < 0. $$

Under the conditions, desired observer matrices can be obtained as

$$ G = Q^{-1} W, \quad L = Q^{-1} V. $$

When control input is taken into account, the model becomes

$$\begin{aligned}
\dot{\hat{z}}(t) &= G v(t) + L y(t) \\
u(t) &= K v(t)
\end{aligned} $$

(63)

where $A$, $B$, $C$ and $F$ are the same as previously defined. The reduced-order controller under consideration is of the form

$$\begin{aligned}
\dot{\hat{v}}(t) &= G v(t) + L y(t) \\
u(t) &= K v(t)
\end{aligned} $$

where $G \in \mathbb{R}^{r \times d}$, $L \in \mathbb{R}^{d \times r}$, and $K \in \mathbb{R}^{m \times d}$ are the controller matrices to be designed. Define the error signal as $e(t) = z(t) - \hat{v}(t)$, then the closed-loop system is given by

$$\begin{bmatrix}
\dot{x}(t) \\
\dot{\hat{z}}(t)
\end{bmatrix} =
\begin{bmatrix}
A + B K F & -B K \\
F A - L C - G F & G - F B K
\end{bmatrix}
\begin{bmatrix}
x(t) \\
e(t)
\end{bmatrix}. $$

(64)

Therefore, the problem of reduced-order continuous-time general controller (RCGC) is stated as follows:

2) **Problem 6 (RCGC):** Given a system in (63), design Metzler $G$, $L \geq 0$, and $K \leq 0$ such that (64) is positive and asymptotically stable.

**Theorem 12:** There exists a solution to Problem RCGC if there exist matrices $P > 0$, $X > 0$, Metzler $G$, $L \geq 0$, and $K \leq 0$ such that

$$\begin{bmatrix}
\mathcal{A}^T P + P \mathcal{A} - \mathcal{X} B B^T \mathcal{P} - P B \mathcal{X} A + C B B^T \mathcal{X} A + C B B^T \mathcal{K} C^T P A + \mathcal{K} \mathcal{C}^T & 0 \\
0 & 0
\end{bmatrix} # \begin{bmatrix}
\mathcal{A}^T M Q - C^T M V T - W T \\
Q F A M - V C_m - W F
\end{bmatrix} < 0. $$

$$\begin{bmatrix}
A_m + B M K F & 0 \\
0 & F A_m
\end{bmatrix} \geq 0, \quad 1 \leq i \neq j \leq n
$$

$$\begin{bmatrix}
G & L & 0 & 0 \\
K & 0 & 0 & G \\
0 & 0 & K & 0 \\
0 & F & 0 & -I
\end{bmatrix} \geq 0. $$

where $A =
\begin{bmatrix}
A_m & 0 \\
F A_m & 0
\end{bmatrix}
$ and

$$\begin{bmatrix}
B_m - B M & 0 \\
F B_m - F B M & -I
\end{bmatrix} \geq 0. $$
VI. ILLUSTRATIVE EXAMPLES

In this section, two examples are provided to demonstrate the effectiveness and applicability of the theoretical results.

1) Example 1: Consider a mammillary model depicted in Fig. 1 with observation only from the central compartment, where positive $k_{ij}$ represent the flow rate constants. This model setting has widely been used to analyze the dynamics of thyroid hormone metabolism [52]–[54]. The mathematical description is given by the following differential equation:

$$
\dot{x}(t) = \begin{bmatrix}
-k_{21} - k_{31} & k_{12} & k_{13} \\
\frac{k_{21}}{k_{31}} & -k_{22} - k_{32} & 0 \\
0 & k_{31} & -k_{33} - k_{34}
\end{bmatrix} x(t)
+ \begin{bmatrix}
b_1 & 0 & 0 \\
0 & b_2 & 0 \\
0 & 0 & b_3
\end{bmatrix} \begin{bmatrix}
t_1(t) \\
t_2(t) \\
t_3(t)
\end{bmatrix}
$$

where $x(t) = [x_1(t), x_2(t), x_3(t)]^T$ denotes the quantities of substance in compartments.

To estimate the quantities in compartments 2 and 3, we can construct an observer. Assume that the estimated parameters for this model are

- $k_{21} = 1.8090 \pm 0.0420$, $k_{31} = 1.5550 \pm 0.0630$
- $k_{12} = 2.0650 \pm 0.0610$, $k_{13} = 1.2550 \pm 0.0450$
- $k_{22} = 0.7050 \pm 0.1010$, $k_{33} = 1.2310 \pm 0.1400$
- $b_1 = 0.1$, $b_2 = 0.2$
- $b_3 = 0.2$, $k_c = 1.0000 \pm 0.1000$.

Then, by using the MATLAB LMI Toolbox, the LMI in Theorem 1 are feasible with the following solution:

$$
P = \begin{bmatrix}
146.1777 & 0 & 0 \\
0 & 158.7096 & 0 \\
0 & 0 & 135.2631
\end{bmatrix}
$$

$$
Q = \begin{bmatrix}
127.9819 & 0 & 0 \\
0 & 168.3829 & 0 \\
0 & 0 & 184.5354
\end{bmatrix}
$$

$$
W = \begin{bmatrix}
-672.5473 & 161.5567 & 88.1296 \\
105.2940 & -579.3485 & 0 \\
97.3648 & 0 & -580.4046
\end{bmatrix}
$$

$$
V = \begin{bmatrix}
140.2386 \\
111.4796 \\
101.4341
\end{bmatrix}
$$

Therefore, desired observer matrices can be obtained as

$$
G = \begin{bmatrix}
-5.5250 & 1.2623 & 0.6886 \\
0.6253 & -3.4407 & 0 \\
0.5276 & 0 & -3.1452
\end{bmatrix}, \quad L = \begin{bmatrix}
1.0958 \\
0.6621 \\
0.5197
\end{bmatrix}
$$

For the decay rate constraint $\lambda = 2.5$, we, by using Algorithm 1 after 10 iterations, further obtain optimized observer matrices as follows:

$$
G_{opt} = \begin{bmatrix}
-3.4763 & 2.0021 & 1.2084 \\
0.1501 & -2.9333 & 0 \\
0.0335 & 0 & -2.6719
\end{bmatrix}, \quad L_{opt} = \begin{bmatrix}
0.0059 \\
1.4694 \\
1.3255
\end{bmatrix}
$$

Under the excitation of inputs

- $u_1(t) = [0.2\sin(0.6t)]$
- $u_2(t) = [0.4\cos(0.4t)]$
- $u_3(t) = 0.15e^{0.1t}$

Figs. 2 and 3 show the actual states and their estimates obtained through the observer and the optimized observer by taking five samples randomly on the uncertain $A$ and $C$.

2) Example 2: Consider a certain pest’s structured population dynamics described by the following Leslie matrix model,
named after British ecologist P. H. Leslie who popularized age-structured models for animal populations in the mid twentieth century.

\[
x(k+1) = \begin{bmatrix} f_1 & f_2 & f_3 \\ p_{1,2} & 0 & 0 \\ 0 & p_{2,3} & 0 \end{bmatrix} x(k) + \begin{bmatrix} b_1 & b_2 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} u(k)
\]

\[
y(k) = \begin{bmatrix} 0 & c & c \end{bmatrix} x(k)
\]

where \( x(k) = [x_1(k), x_2(k), x_3(k)]^T \), and

\[
x_1(k) = \text{number of juvenile pests at time } k
\]
\[
x_2(k) = \text{number of immature pests at time } k
\]
\[
x_3(k) = \text{number of adult pests at time } k.
\]

Here, \( f_i \) denotes a birth rate for parents in the \( i \)th age class, and \( p_{i,j} \) denotes a survival rate for those in the \( j \)th age class passing into the \( i+1 \)th. The structure of the input matrix means that only birth rates can be affected by external inputs. The structure of the output matrix means that only the sum of number of immature and adult pests can be observed.

To annihilate such pest in a certain district, we can design an output-feedback control law as follows:

\[
\dot{x}(k+1) = G \dot{x}(k) + Ly(k)
\]
\[
u(k) = K \dot{x}(k).
\]

Assume that the estimated parameters for this model are given as

\[
f_1 = 0.3011 \pm 0.0220 
\]
\[
f_2 = 0.5015 \pm 0.0282 
\]
\[
f_3 = 0.5235 \pm 0.0022 
\]
\[
p_{1,2} = 0.8808 \pm 0.0128 
\]
\[
p_{2,3} = 0.7894 \pm 0.0194 
\]
\[
b_1 = 0.9000 \pm 0.0200 
\]
\[
b_2 = 0.5000 \pm 0.0050 
\]
\[
c = 1 \pm 0.0100.
\]

Then, by using the ILMI algorithm, we obtain a stabilizing controller after 58 iterations, and

\[
G = \begin{bmatrix} 0.0010 & 0.0008 & 0.0010 \\ 0.8726 & 0 & 0 \\ 0 & 0.7651 & 0 \end{bmatrix}
\]
\[
L = \begin{bmatrix} 0.3758 \\ 0 \\ 0 \end{bmatrix}
\]
\[
K = \begin{bmatrix} -0.1680 & -0.1192 & -0.0667 \\ -0.2438 & -0.1445 & -0.1563 \end{bmatrix}
\]

Fig. 4 shows that the open-loop system is unstable, and the number of pests increases over time. Applying the designed control law makes the system stable, and Fig. 5 gives the response of the closed-loop system.

VII. CONCLUSION

In this paper, we have studied the synthesis problem of observers and dynamic output-feedback controllers for positive linear systems with interval uncertainties. The continuous-time case and the discrete-time case are both treated in a unified LMI framework. Necessary and sufficient conditions on the existence of positive observers are established, and the desired observer matrices can be constructed easily through the solutions of LMIs. The designed observer not only tracks the observed signals, but also guarantees the positivity of the observations and the error signals. Moreover, the positive stabilization problem with dynamic output-feedback controllers is investigated. It is shown that an unstable positive system cannot be positively stabilized by the considered dynamic output-feedback controller without taking the positivity of the error signals into account. When the positivity of the error signals is considered, sufficient conditions for the existence of the desired controllers are proposed, and an ILMI algorithm is provided to solve them. Two illustrative examples are given to show the effectiveness and applicability of the theoretical results.
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