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Analysis and Synthesis of Markov Jump Linear Systems With Time-Varying Delays and Partially Known Transition Probabilities

Lixian Zhang, El-Kébir Boukas, and James Lam

Abstract—In this note, the stability analysis and stabilization problems for a class of discrete-time Markov jump linear systems with partially known transition probabilities and time-varying delays are investigated. The time-delay is considered to be time-varying and has a lower and upper bounds. The transition probabilities of the mode jumps are considered to be partially known, which relax the traditional assumption in Markov jump systems that all of them must be completely known \emph{a priori}. Following the recent study on the class of systems, a monotonicity is further observed in concern of the conservatism of obtaining the maximal delay range due to the unknown elements in the transition probability matrix. Sufficient conditions for stochastic stability of the underlying systems are derived via the linear matrix inequality (LMI) formulation, and the design of the stabilizing controller is further given. A numerical example is used to illustrate the developed theory.

Index Terms—Linear matrix inequality (LMI), Markov jump linear systems, stochastic stability and stabilization, time-varying delays, transition probabilities.

I. INTRODUCTION

The past decades have witnessed extensive research on time-delay systems, and many analysis and synthesis results using delay-dependent approach have been widely reported in concern of conservatism, see for example, [1]–[5]. Very recently, a new so-called delay-range-dependent concept was proposed and much less conservative stability criteria were developed by constructing more appropriate Lyapunov functional for continuous-time case and discrete-time case [6], [7], respectively. The time-varying delays are considered to vary in a range and thereby more applicable in practice.

On the other hand, Markov jump systems with or without time delays have also attracted much attention due to their widely practical applications in manufacturing systems, power systems, aerospace systems and networked control system, etc [8], [9]. In such systems, the transition probabilities of the jumping process are crucial and so far, almost all the issues on Markov jump system have been investigated assuming the complete knowledge of these transition probabilities. However, the likelihood to obtain the complete knowledge on the transition probabilities is questionable and the cost is probably high. Take VTOL (vertical take-off landing) helicopter system in the aerospace industry for example, the airspeeds variation involved in the system matrices are modeled as a Markov Chain [10]. However, not all the probabilities of the jumps among multiple airspeeds are easy to measure. In fact, from 135 knots (normal value) to 135 knots (dwell in one mode), one may obtain the accurate probability or estimate a scope (uncertain one) effortlessly, but for the cases from 135 knots to any of 60, 70 or 80 knots, for instance, the probability is likely not accurate and the uncertainties bounds for them are quite ideal. The same problems may arise in other practical systems with Markovian jumps. Thus, it is significant and challenging to further study more general jump systems with partially known transition probabilities from control perspectives, especially with time-varying delays included.

In this note, we are interested in the stability analysis and stabilization synthesis problems for a class of discrete-time Markov jump linear systems (MJLS) with partially known transition probabilities and time-varying delays. The contribution of our note is twofold. Firstly, the proposed systems will be more general and cover the cases of systems with completely unknown or known transition probabilities. Secondly, an advancement of the delay-range-dependent concept is introduced here and naturally, less conservative stability and stabilization conditions for the underlying systems will be obtained. The rest of the note is organized as follows. Section II gives the problem description and Section III establishes the delay-range-dependent stability for the systems with completely known transition probabilities which is further extended to obtain results for the systems with partially known transition probabilities. Section IV presents an illustrative example and Section V gives the conclusion.

Notation: The notation used in this note is standard. The superscript \textit{−1} stands for matrix transposition, \textit{R} denotes the n dimensional Euclidean space; \textit{N} represents the sets of positive integers, respectively. \textbf{E}_i[\cdot] stands for the mathematical expectation. In addition, in symmetric block matrices or long matrix expressions, we use *\textit{at} as an ellipsis for the terms that are induced by symmetry and \textit{diag} \{\cdot\cdots\cdot\} stands for a block-diagonal matrix. Matrices, if their dimensions are not explicitly stated, are assumed to be compatible for algebraic operations. The notation \(P > 0\) (\(\geq 0\)) means that \(P\) is a real symmetric positive (semi-positive) definite matrix, and \(M\) is adopted to denote \(M(i)\) for brevity. \(J\) and \(0\) represent, respectively, the identity matrix and zero matrix.

II. PROBLEM FORMULATION

Consider the following class of discrete-time Markov jump linear systems:
\begin{align}
x(k + 1) &= A_r(k)x(k) + B_r(k)u(k) + A_d(k)x(k - d(k)) \\
x(k) &= \phi(k), & k &= -d_{M}, -d_{M} + 1, \ldots, 0
\end{align}

where \(x(k) \in R^n\) is the state vector and \(u(k)\) is the control input. The time-delay is considered to be time-varying and has a lower and upper bounds, \(0 \leq d_m \leq d(k) \leq d_M\), which is very common in practice.

The stochastic process \(\{r_k, k \geq 0\}\) is described by a discrete-time homogeneous Markov chain, which takes values in a finite set \(\mathcal{Z} = \{1, 2, \ldots, N\}\) with the following mode transition probabilities:
\[\Pr(r_{k+1} = j | r_k = i) = \pi_{ij}\]
where \( \pi_{ij} \geq 0, \forall i, j \in \mathbb{I} \), and \( \sum_{i=1}^{N} \pi_{ij} = 1 \). Furthermore, the transition probabilities matrix is defined by

\[
\pi = \begin{bmatrix}
\pi_{11} & \pi_{12} & \cdots & \pi_{1N} \\
\pi_{21} & \pi_{22} & \cdots & \pi_{2N} \\
\vdots & \vdots & \ddots & \vdots \\
\pi_{N1} & \pi_{N2} & \cdots & \pi_{NN}
\end{bmatrix}
\]

For \( r_k = i \in \mathbb{I} \), the system matrices of the \( i \)th mode are denoted by \((A_i, B_i, A_{di})\), which are assumed known.

In addition, the transition probabilities of the Markov chain in this note are considered to be partially available, namely, some elements in matrix \( \pi \) are time-invariant but unknown. For instance, a system (1) with four modes will have the transition probabilities matrix \( \pi \) as

\[
\pi = \begin{bmatrix}
\pi_{11} & \pi_{13} & \pi_{14} & \pi_{12} \\
\pi_{21} & \pi_{23} & \pi_{24} & \pi_{22} \\
\vdots & \vdots & \vdots & \vdots \\
\pi_{41} & \pi_{43} & \pi_{44} & \pi_{42}
\end{bmatrix}
\]

where “-” represents the unavailable elements. For notation clarity, \( \forall i \in \mathbb{I} \), we denote

\[
\mathcal{I}_K \triangleq \{ j : \text{if } \pi_{ij} \text{ is known} \}, \quad \mathcal{I}_{\bar{K}} \triangleq \{ j : \text{if } \pi_{ij} \text{ is unknown} \}
\]

Moreover, if \( \mathcal{I}_K \neq \emptyset \), it is further described as

\[
\mathcal{I}_K = \{ \mathcal{K}_1, \ldots, \mathcal{K}_m \}, \quad 1 \leq m \leq N
\]

where \( \mathcal{K}_m^i \in \mathbb{N}^+ \) represents the \( m \)th known element with the index \( \mathcal{K}_m^i \) in the \( i \)th row of matrix \( \pi \). Also, we denote \( \pi_K^i \triangleq \sum_{j \in \mathcal{I}_K} \pi_{ij} \) throughout the note.

Remark 1: Note that the transition probabilities in literature are commonly assumed to be completely available \((\mathcal{I}_{\bar{K}} = \emptyset, \mathcal{I}_K = \mathbb{I})\) or completely unavailable \((\mathcal{I}_K = \emptyset, \mathcal{I}_{\bar{K}} = \mathbb{I})\). Moreover, in contrast with the uncertain transition probabilities studied recently, see for example, [13]-[15], no structure (polytopic, bounds (norm-bounded ones) or “nominal” terms (both)) are required for the partially unknown elements in the transition probability matrix. Therefore, our transition probabilities considered here is more natural and reasonable to the Markov jump systems.

To describe the main objective of this note more precisely, let us now introduce the following definition for the underlying system.

Definition 1: [12] System (1) is said to be stochastically stable if for \( u(k) \equiv 0 \) and every initial condition \( \phi(k) \in \mathbb{R}^p \), \( k = -d_{3L}, \ldots, 0 \), and \( r_0 \in \mathbb{I} \), the following holds,

\[
E \left\{ \sum_{k=0}^{\infty} \| x(k) \|^2 | \phi(\cdot), r_0 \right\} < \infty
\]

The purposes of this note are to derive the stochastic stability criteria for system (1) when the transition probabilities are partially known, and to design a state-feedback stabilizing controller such that the resulting closed-loop system is stochastically stable. A mode-dependent controller is considered here with the form

\[
u(k) = K(r_k) x(k) \quad (4)
\]

where \( K_i \) is the controller gain to be determined.

III. MAIN RESULTS

In this section, we will first develop the stability criterion for the unforced system (1) (i.e., with \( u(k) \equiv 0 \)) with completely known transition probabilities, and further give the stability conditions for the underlying systems with partially known transition probabilities and the corresponding controller design.

The following proposition gives the new stability criterion for system (1) with completely known transition probabilities, which is not only dependent on the delay upper bound \( d_{3L} \), but also the delay range \( d_{1L} \).

**Proposition 1:** Consider the unforced system (1) with completely known transition probabilities (2). The corresponding system is stochastically stable if there exist matrices \( P_i > 0, i \in \mathbb{I}, Q > 0, R > 0, Z_v > 0, v = 1, 2, M_{a_i}, N_{v_i}, S_{v_i}, v = 1, 2, 3, \forall i \in \mathbb{I} \) such that

\[
\begin{bmatrix}
-\bar{P}_i & 0 & 0 & \Psi_{1i} \\
\ast & -Z_2 & 0 & \Psi_{2i} \\
\ast & \ast & -Z_1 & \Psi_{3i} \\
\ast & \ast & \ast & \Psi_{4i}
\end{bmatrix} < 0 \quad (5)
\]

where

\[
\Psi_{1i} \triangleq \left[ \bar{P}_i A_i - \bar{P}_i A_{di} \right] \quad \Psi_{2i} \triangleq \begin{bmatrix} \sqrt{d_{3L}} Z_2 (A_i - I) \sqrt{d_{3L}} Z_2 A_{di} \end{bmatrix} \quad \Psi_{3i} \triangleq \begin{bmatrix} \sqrt{d_{3L}} Z_1 (A_i - I) \sqrt{d_{3L}} Z_1 A_{di} \end{bmatrix}
\]

with \( \bar{P}_i \triangleq \sum_{j \in \mathbb{I}} \pi_{ij} P_j \) and

\[
\begin{align*}
\Lambda_{1i} & \triangleq -P_i + (1 + d_r) Q + R + M_{a_i} + N_{i1} + M_{1i} + N_{1i}^T \\
\Lambda_{12} & \triangleq S_{1i} - M_{a_i} + M_{L2} + N_{2i}^T \\
\Lambda_{13} & \triangleq N_{i1} - S_{1i} + M_{a_i} + M_{i3} + N_{13}^T \\
\Lambda_{22} & \triangleq Q + S_{2i} - M_{a2} + S_{2i}^T - M_{22}^T \\
\Lambda_{23} & \triangleq -N_{2i} - S_{2i} + S_{2i}^T - M_{23}^T \\
\Lambda_{33} & \triangleq -R - N_{3i} - S_{3i} - N_{33}^T - S_{33}^T
\end{align*}
\]

Proof: Consider the unforced system (1) and construct a stochastic Lyapunov functional as

\[
V(x_k, r_k) = \sum_{i=1}^{\mathbb{I}} V_i (x_k, r_k),
\]

where \( \forall r_k = i \in \mathbb{I} \)

\[
\begin{align*}
V_1 (x_k, r_k) & \triangleq x_k^T P_i x_k \\
V_2 (x_k, r_k) & \triangleq \sum_{i=1}^{\mathbb{I}} \sum_{l=0}^{d_{3L}} x_k^T (l) Q x(l) \\
V_3 (x_k, r_k) & \triangleq \sum_{i=1}^{\mathbb{I}} \sum_{l=-d_{3L}}^{-1} x_k^T (l) Q x(l) \\
V_4 (x_k, r_k) & \triangleq \sum_{i=1}^{\mathbb{I}} \sum_{l=0}^{d_{3L}} x_k^T (l) R x(l) \\
V_5 (x_k, r_k) & \triangleq \sum_{i=1}^{\mathbb{I}} \sum_{l=-d_{3L}}^{-1} x_k^T (l) R x(l)
\end{align*}
\]
\[ \Delta V_1 \triangleq E \left[ V_1(x_{k+1}, r_{k+1}, x_k, r_k) - V_1(x_k, r_k) \right] \\
= x_k^T \left( A_{k+1}^T \mathcal{F}_k A_k - P_k \right) x_k + 2x_k^T A_{k+1}^T \mathcal{F}_k A_k x_k + x_k^T A_{k+1}^T \mathcal{F}_k A_{k+1} x_{k+d_k} + x_k^T A_{k+1}^T \mathcal{F}_k A_{k+1} x_{k-d_k} \\
+ \sum_{l=k-d_k}^{k+d_k} x_l^T (I) Q x_l \\
= x_k^T (k) Q x(k) - x_k^T (k-d_k) Q x(k-d_k) + \sum_{l=k-d_k}^{k+d_k} x_l^T (I) Q x_l \\
\leq x_k^T (k) Q x(k) - x_k^T (k-d_k) Q x(k-d_k) + \sum_{l=k-d_k}^{k+d_k} x_l^T (I) Q x_l \\
\Delta V_2 \triangleq E \left[ V_2(x_{k+1}, r_{k+1}, x_k, r_k) - V_2(x_k, r_k) \right] \\
= \left( \sum_{l=k-d_k}^{k+d_k} - \sum_{l=k-d_M}^{k-d_M} \right) x_l^T (I) Q x_l \\
= x_k^T (k) Q x(k) - x_k^T (k-d_k) Q x(k-d_k) + \sum_{l=k-d_k}^{k+d_k} x_l^T (I) Q x_l \\
\Delta V_3 \triangleq E \left[ V_3(x_{k+1}, r_{k+1}, x_k, r_k) - V_3(x_k, r_k) \right] \\
= \sum_{\theta=d_M}^{d_M} \left( \sum_{l=k+1}^{k+\theta} - \sum_{l=k+\theta+1}^{k+d_M} \right) x_l^T (I) Q x_l \\
= (d_M - d_m) x_k^T (k) Q x(k) - \sum_{l=k-d_M}^{k-d_M} x_l^T (I) Q x_l \\
\Delta V_4 \triangleq E \left[ V_4(x_{k+1}, r_{k+1}, x_k, r_k) - V_4(x_k, r_k) \right] \\
= \left( \sum_{l=k-d_M}^{k+d_M} - \sum_{l=k+d_M}^{k+d_M} \right) x_l^T (I) R x_l \\
= x_k^T (k) R x(k) - x_k^T (k-d_M) R x(k-d_M) + \sum_{l=k-d_M}^{k+d_M} x_l^T (I) R x_l \\
\Delta V_5 \triangleq \sum_{\theta=d_M}^{d_M} \left[ \sum_{l=k+1}^{k+\theta} - \sum_{l=k+\theta+1}^{k+d_M} \right] y_l^T (I) (Z_1 + Z_2) y_l \\
\leq \sum_{\theta=d_M}^{d_M} \left[ \sum_{l=k+1}^{k+\theta} - \sum_{l=k+\theta+1}^{k+d_M} \right] y_l^T (I) (Z_1 + Z_2) y_l \\
= \sum_{\theta=d_M}^{d_M} \left[ y_l^T (k) (Z_1 + Z_2) y(k) - y_l^T (k+\theta) (Z_1 + Z_2) y(k+\theta) \right] \\
= d_M y_k^T (k) (Z_1 + Z_2) y(k) - \sum_{l=k-d_M}^{k+d_M} y_l^T (I) Z_1 y_l \\
\Delta V \leq x_k^T (k) Q x(k) - x_k^T (k-d_k) Q x(k-d_k) + \sum_{l=k-d_k}^{k+d_k} x_l^T (I) Q x_l \\
+ (d_M - d_m) x_k^T (k) Q x(k) - \sum_{l=k-d_M}^{k+d_M} x_l^T (I) Q x_l \\
+ x_k^T (k) R x(k) - x_k^T (k-d_M) R x(k-d_M) + \sum_{l=k-d_M}^{k+d_M} x_l^T (I) R x_l \\
\leq x_k^T (k - d_M) R x(k - d_M) + d_M \left[ (A_{k+1} I x(k) + A_{k+1} x(k-d_k))^T (Z_1 + Z_2) \left[ (A_{k+1} I x(k) + A_{k+1} x(k-d_k))^T \right] \right]^{-1} \\
\leq \sum_{l=k-d_M}^{k+d_M} y_l^T (I) Z_1 y_l - \sum_{l=k-d_M}^{k+d_M} y_l^T (I) Z_2 y_l \\
+ 2\zeta(k) M_i \left[ x(k) - x(k-d_k) - \sum_{l=k-d_M}^{k+d_M} y_l(I) \right] \\
+ 2\zeta(k) S_i \left[ x(k) - x(k-d_M) - \sum_{l=k-d_M}^{k+d_M} y_l(I) \right] \\
+ 2\zeta(k) N_i \left[ x(k) - x(k-d_M) - \sum_{l=k-d_M}^{k+d_M} y_l(I) \right]
\]

Therefore, we obtain

\[ \Delta V(x_k, r_k) \leq \zeta(k) \left[ \Omega_i + \Theta_i + d_M M_i Z_1^{-1} M_i^T + (d_M - d_m) S_i \right] \zeta(k)^T \\
+ \sum_{l=k-d_M}^{k+d_M} \left[ \zeta(k) M_i + y_l^T (I) Z_1 \right] Z_1^{-1} \left[ \zeta(k) M_i + y_l^T (I) Z_1 \right]^T \\
+ \sum_{l=k-d_M}^{k+d_M} \left[ \zeta(k) S_i + y_l^T (I) Z_1 \right] Z_1^{-1} \left[ \zeta(k) S_i + y_l^T (I) Z_1 \right]^T \\
+ \sum_{l=k-d_M}^{k+d_M} \left[ \zeta(k) N_i + y_l^T (I) Z_1 \right] Z_1^{-1} \left[ \zeta(k) N_i + y_l^T (I) Z_1 \right]^T (6)
\]

where

\[ \zeta(k) \triangleq \begin{bmatrix} x_k^T \quad x_k^T (k-d_k) \quad x_k^T (k-d_M) \end{bmatrix}^T \quad \text{and} \]
\[ \Omega_i \triangleq \begin{bmatrix} \Omega_{i1} & \Omega_{i2} & 0 \\
\Omega_{i2} & 0 & 0 \end{bmatrix} \]
\[ \Theta_i \triangleq \begin{bmatrix} [M_i + N_i & S_i - M_i - N_i - S_i] \\
[M_i & S_i - M_i - N_i - S_i] \end{bmatrix} \]

with

\[ \Omega_{i1} \triangleq \begin{bmatrix} A_{k+1}^T \mathcal{F}_k A_k - P_k + (d_M - d_m + 1) Q + R + d_M (A_{k+1} - I)^T (Z_1 + Z_2) (A_{k+1} - I) \end{bmatrix} \\
\Omega_{i2} \triangleq d_M (A_{k+1} - I)^T (Z_1 + Z_2) A_{k+1}^T \mathcal{F}_k A_{k+1} \\
\Omega_{i3} \triangleq \begin{bmatrix} d_M A_k A_{k+1} (Z_1 + Z_2) A_{k+1}^T A_{k+1} + A_{k+1}^T \mathcal{F}_k A_{k+1} - Q \end{bmatrix} \\
M_i \triangleq \begin{bmatrix} M_{i1} & M_{i2} & M_{i3} \end{bmatrix} \]
\[ N_i \triangleq \begin{bmatrix} N_{i1} & N_{i2} & N_{i3} \end{bmatrix} \]
\[ S_i \triangleq \begin{bmatrix} S_{i1} & S_{i2} & S_{i3} \end{bmatrix} \]
Then, since both $Z_1 > 0$ and $Z_2 > 0$, the last three terms are nonpositive in (6). By Schur complement, (5) guarantees
\[ \Omega_i + \Theta_i + d_M M_i Z_i^{-1} M_i^T + (d_M - d_m) S_i Z_i^{-1} S_i^T + d_M N_i Z_i^{-1} N_i^T < 0. \]
Therefore, we have $\Delta^i \phi(x(k), \tau_j) < -\delta(\|x(k)\|^2)$ for a sufficiently small $\delta > 0$ and $x(k) \neq 0$. Following a similar line in the proof of Theorem 1 in [12], it can be shown that $E[\sum_{k=0}^{\infty} \|x_k\|^2] < \infty$, that is, the system is stochastically stable.

Now, the following theorem presents a sufficient condition for the stochastic stability of system (1) with partially known transition probabilities (2).

**Theorem 1:** Consider the unforced system (1) with partially known transition probabilities (2). The corresponding system is stochastically stable if there exist matrices $P_i > 0$, $i \in \mathcal{I}$, $Q > 0$, $R > 0$, $Z_v > 0$, $v = 1, 2$, $M_v$, $N_v$, $S_v$, $v = 1, 2, 3$, $\forall v \in \mathcal{I}$ and $K_i$ such that
\[
\begin{bmatrix}
-\hat{Y}_j & 0 & 0 & \Psi_{iA}
\end{bmatrix} < 0
\]
where $\Psi_{iA} \triangleq [Y_{iA}, Y_{iAi}, 0, 0, 0]$, $\Psi_{iv}, v = 2, 3, 4$ are defined in Proposition 1 and if $\pi_k^i = 0$, $Y_{ij} \triangleq P_j$, otherwise,
\[
\begin{aligned}
Y_{ij} & \triangleq \frac{1}{\pi_k^i} P_k^i \\
Y_{ij} & \triangleq P_j, \quad \forall j \in \mathcal{I}_iK_i
\end{aligned}
\]
with $P_k^i \triangleq \sum_{j \in \mathcal{I}_iK_i} \pi_{ik} P_j$

**Proof:** First of all, we know that the unforced system (1) is stochastically stable under the completely known transition probabilities (2) if (5) holds. Note that (5) can be rewritten as
\[
\Xi \triangleq \begin{bmatrix}
-\pi_k^P & P_k^i \Xi_{i1}
\end{bmatrix} + \sum_{j \in \mathcal{I}_iK_i} \pi_{ij} \begin{bmatrix}
-P_j & P_j \Xi_{i2}
\end{bmatrix}
\]
where
\[
\Xi_{i1} \triangleq \begin{bmatrix}
0 & 0 & A_i & 0 & 0 & 0 & 0
\end{bmatrix}
\text{and}
\Xi_{i2} \triangleq \begin{bmatrix}
-1 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
Therefore, if one has
\[
\begin{bmatrix}
P_k^i & P_k^i \Xi_{i1}
\end{bmatrix} < 0,
\]
then we have $\Xi_{i1} < 0$, hence the system is stochastically stable under partially known transition probabilities, which is concluded from the obvious fact that no knowledge on $\pi_{ij}$, $\forall j \in \mathcal{I}_iK_i$ is required in (8) and (9). Thus, for $\pi_k^i \neq 0$ and $\pi_k^i = 0$, respectively, one can readily obtain (7), since if $\pi_k^i = 0$, the conditions (8), (9) will reduce to (9). This completes the proof.

Now let us consider the stabilizing controller design. From the above development, it can be seen that the system with completely known transition probabilities is just a special case of our considered systems.

In what follows, we will give a stabilization condition of the system with partially known transition probabilities as generalized results.

**Theorem 2:** Consider system (1) with partially known transition probabilities (2). There exists a controller (4) such that the resulting closed-loop system is stochastically stable if there exist matrices $P_i > 0$, $X_i, i \in \mathcal{I}$, $Q > 0$, $R > 0$, $Z_v > 0$, $U_v > 0$, $v = 1, 2$, $M_v$, $N_v$, $S_v$, $v = 1, 2, 3$, $\forall v \in \mathcal{I}$ and $K_i$ such that
\[
P_jX_j = I, \quad Z_jU_j = I, \quad Z_jU_j = I
\]
in the form of
\[
\begin{bmatrix}
-\hat{Y}_j & 0 & 0 & \Psi_{iA}
\end{bmatrix} < 0
\]
where
\[
\Psi_{iA} \triangleq [\mathcal{L}_i(A_i + B_iK_i), \mathcal{L}_iA_{di}, 0, 0, 0, 0]
\]
\[
\Psi_{iv} \triangleq \left[\sqrt{d_M}A_i, A_i - I\right], \quad \forall v \in \{1, 2, 3\}
\]
\[\Psi_{iv} \triangleq \left[\sqrt{d_M}A_i, A_i - I\right], \quad \forall v \in \{1, 2, 3\}
\]
Moreover, if (10), (11) have solutions, the controller gain is given by $K_i$.

**Proof:** By Schur complement, (7) is equivalent to (for $\pi_k^i \neq 0$)
\[
\Xi_{i1} < 0,
\]
where $\Xi_{i1}$ is defined in Theorem 1 and
\[
\Xi_{i1} \triangleq \begin{bmatrix}
-Z_2^{-1} & 0 & -Z_1^{-1} & \Psi_{iA} & \Psi_{iA} & \Psi_{iA}
\end{bmatrix}
\]
\[
\Xi_{i1} \triangleq \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
\[
\Xi_{1A} \triangleq \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
\[
\Xi_{1A} \triangleq \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{bmatrix}
\]
with
\[
\Psi_{iA} \triangleq \left[\sqrt{d_M}A_i, A_i - I\right], \quad \forall v \in \{1, 2, 3\}
\]
Bearing the notations $\mathcal{I}_iK_i = \{K_i, \ldots, K_i\}$ and $\mathcal{P}_{iK} = \sum_{j \in \mathcal{I}_iK_i} \pi_{ij} P_j$ in mind and by Schur complement again ($\mathcal{K}_i$ times), we have (13) is equivalent to
\[
\Xi_{iA} < 0
\]
where

\[
\begin{bmatrix}
-\pi K_i P_{K_i}^{-1} & 0 & \cdots & 0 \\
* & -\pi K_i P_{K_i}^{-1} \\
* & * & \ddots & 0 \\
* & * & * & -\pi K_i P_{K_i}^{-1}
\end{bmatrix}
\]

Note that if \( \pi K_i = 0 \), (7) will be just equivalent to (14). Then, consider the system with the control input (4), replace \( A_i \) in (14) and (15) by \( A_i + B_i K_i \), and set \( X_i = P_{K_i}^{-1} \), \( U_s = Z^{-1} \), \( r = 1.2 \), and \( \bar{Y} \) as shown in (12), we can readily obtain (10) and (11). This completes the proof. \( \square \)

**Remark 2:** It should be noted that the conditions stated in Theorem 2 are actually a set of LMIs with some matrix inverse constraints. Although they are nonconvex, which prevents us from solving them using the existing convex optimization tool, there exist approaches to solve them such as the cone complementary linearization (CCL) algorithm developed in [16], which has been demonstrated to be efficient. Therefore, it is suggested here to use CCL algorithm to calculate the controller gains from Theorem 2. Also, one can find a suboptimal \( d_{m,i} \) for given \( d_m \) by using the bisection technique.

**Remark 3:** There is a monotonicity in the reduction of conservatism of the condition in Theorem 1 as the number of known probabilities increases. In other words, the more known elements there are in the transition probability matrix, the lower the conservatism of the condition will be. If all the transition probabilities are unknown to the designers (i.e., \( \pi K_i = 0 \)), the corresponding system can be viewed as a switched linear system under arbitrary switching. Therefore, the conditions obtained in Proposition 1 and Theorem 1 will thereby cover the results for arbitrary switched linear systems with time-varying delays if one derives them based on delay-range-dependent technique and switched Lyapunov function approach [17]. Naturally, without the information of transition probabilities for designers, the achieved system performance (say, the maximal admissible delays) might be conservative, which would be further demonstrated in the Section IV.

### IV. NUMERICAL EXAMPLE

Consider the MJLS (1) with four operation modes and the following data:

\[
A_1 = \begin{bmatrix}
-1.16 & 0.51 \\
0.23 & -0.92
\end{bmatrix}, \quad A_2 = \begin{bmatrix}
0.92 & 0.54 \\
0.23 & 0.92
\end{bmatrix}
\]

\[
A_3 = \begin{bmatrix}
0.77 & 0.54 \\
0.23 & -0.92
\end{bmatrix}, \quad A_4 = \begin{bmatrix}
-1.16 & 0.54 \\
0.23 & 0.92
\end{bmatrix}
\]

\[
A_{d1} = \begin{bmatrix}
-0.02 & 0.12 \\
0.07 & -0.14
\end{bmatrix}, \quad A_{d2} = \begin{bmatrix}
0.02 & 0.12 \\
0.07 & 0.02
\end{bmatrix}
\]

\[
A_{d3} = \begin{bmatrix}
-0.02 & 0.12 \\
0.07 & 0.02
\end{bmatrix}, \quad A_{d4} = \begin{bmatrix}
0.02 & 0.12 \\
0.07 & -0.14
\end{bmatrix}
\]

\[
B_1 = \begin{bmatrix}
-3.0 \\
1.6
\end{bmatrix}, \quad B_2 = \begin{bmatrix}
0.5 \\
-0.08
\end{bmatrix}
\]

\[
B_3 = \begin{bmatrix}
0.5 \\
0.2
\end{bmatrix}, \quad B_4 = \begin{bmatrix}
-0.7 \\
0.2
\end{bmatrix}
\]

and four cases for the transition probability matrix are given in Table I.

<table>
<thead>
<tr>
<th>Different Transition Probability Matrices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Completely known</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Partially known (Case I)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Partially known (Case II)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Completely unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
</tr>
<tr>
<td>1</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>3</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

**Different cases of transition probabilities.** First of all, given \( d_m = d_{m,i} = 0 \), the unforced system is unstable even if all the transition probabilities are known, which can be tested either by simulation or by stability criterion for MJLS without delays (the criterion is sufficient and necessary). It implies that the underlying system will be unstable for any time-varying delay starting from \( d_m = 0 \). Also, if \( d_m = 1 \), one can check by simulation that the unforced system is unstable even for the smallest range \( 1 \leq d(k) \leq 1 \). Assume \( d_m = 1 \) and solve (10), (11) in Theorem 2 using the CCL algorithm combined with bisection technique, the stabilizing controller gains and the delay ranges for the different cases can be computed, respectively, as shown in Table II. It is easily seen from Table II that the more transition probabilities we have, the larger the delay range can be obtained for ensuring stability. This shows the tradeoff between the cost of obtaining transition probabilities and the system performance (the maximal admissible delay ranges in this example).

Furthermore, applying the obtained controllers, giving random time-varying delays within the corresponding ranges and giving system modes evolutions, one can test and observe the state response of the resulting closed-loop system. Now, assign fixed values to the unknown elements in the partially known transition probability matrix (Case I) in Table I, and consider two possible transition probability matrices in practice as shown in Table III.

Then, giving two different series of delays \( d_1(k) \) and \( d_2(k) \) and two possible modes variations \( r_1(k) \) and \( r_2(k) \) generated based on the two matrices in Table III (those elements in brackets are treated as unknown in the controller design process), respectively, we get the state response using the controller obtained for the system with partially known transition probabilities (Case I) as shown in Figs. 1 and 2 for the given initial condition \( x(s) = [0.5 - 0.3]^T, s = -7, -6, \ldots, 0 \). It is obvious that the designed controller is feasible and ensures the stability of the closed-loop system despite the partially unknown transition probabilities and the time-varying delays.

### V. CONCLUSION

The stability analysis and stabilization problem for a class of discrete-time Markov jump linear system (MJLS) with partially known
controller gains and delay ranges for different cases

\[
\begin{array}{|c|c|}
\hline
\text{Delay ranges} & 1 \leq d(k) \leq 10 \\
\hline
\text{Controller gains} & K_1 = [-0.22, 0.47] \\
& K_2 = [-1.97, -3.25] \\
& K_3 = [-1.26, 2.19] \\
& K_4 = [-1.13, -3.04] \\
\hline
\end{array}
\]

Partially known (Case I)

\[
\begin{array}{|c|c|}
\hline
\text{Delay ranges} & 1 \leq d(k) \leq 7 \\
\hline
\text{Controller gains} & K_1 = [-0.21, 0.47] \\
& K_2 = [-2.07, -3.77] \\
& K_3 = [-1.26, 2.84] \\
& K_4 = [-1.35, -2.47] \\
\hline
\end{array}
\]

Partially known (Case II)

\[
\begin{array}{|c|c|}
\hline
\text{Delay ranges} & 1 \leq d(k) \leq 5 \\
\hline
\text{Controller gains} & K_1 = [-0.23, 0.44] \\
& K_2 = [-1.93, -3.22] \\
& K_3 = [-1.26, 2.44] \\
& K_4 = [-1.43, -1.80] \\
\hline
\end{array}
\]

Completely unknown

\[
\begin{array}{|c|c|}
\hline
\text{Delay ranges} & 1 \leq d(k) \leq 3 \\
\hline
\text{Controller gains} & K_1 = [-0.21, 0.48] \\
& K_2 = [-1.94, -2.21] \\
& K_3 = [-1.24, 3.04] \\
& K_4 = [-1.37, -2.26] \\
\hline
\end{array}
\]

The possible transition probability matrices for Case I in Table I

**Matrix 1**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4</td>
<td>0.6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>0.6</td>
<td>0.19</td>
<td>0.01</td>
</tr>
<tr>
<td>3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.4</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>0.3</td>
<td>0.3</td>
<td>0.4</td>
<td>0.1</td>
</tr>
</tbody>
</table>

**Matrix 2**

<table>
<thead>
<tr>
<th></th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.4</td>
<td>0.6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>0.2</td>
<td>0.6</td>
<td>0.19</td>
<td>0.01</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>0.3</td>
<td>0.1</td>
<td>0.1</td>
</tr>
<tr>
<td>4</td>
<td>0.3</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
</tr>
</tbody>
</table>

Fig. 1. State response of the closed-loop system for \( d_1(k) \) and \( r_1(k) \).

Fig. 2. State response of the closed-loop system for \( d_2(k) \) and \( r_2(k) \).

transition probabilities and time-varying delays are investigated in this note. The considered time-varying delays and partially known transi-
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In the above paper [1], the location that was given for Inner Mongolia University within author Feng Xiao’s biography is incorrect. The correct version of the biographical listing is shown here. Also, all of the official received and revised dates were not shown in the first footnote. The paper’s received date was December 7, 2005. The revised dates were February 8, 2007 and June 21, 2007.

REFERENCES


Feng Xiao received the B.S. and M.S. degrees in mathematics from Inner Mongolia University, Hohhot, China, in 2001 and 2004, respectively, and is currently pursuing the Ph.D. degree in complex systems at Peking University, Beijing, China.

His current research interests are in the fields of coordination of multi-agent systems, consensus problems, formation control, and swarm dynamics.