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1. Introduction

Let \( d(n) \) denote the divisor function. In 1849, Dirichlet introduced an elementary but important method to show a quite precise asymptotic formula for its summatory function,

\[
\sum_{n \leq t} d(n) = t(\log t + 2\gamma - 1) + \Delta(t)
\]

with \( \Delta(t) = O(t^{1/2}) \). Since then, there are plenty of works in the literature devoted to exploring this error term on various aspects, including for instance, its high moments, distribution function, gaps between sign-changes and omega results (see [8], [20], [5], [6], [18], etc).

In this paper we are concerned with the size of remainder term \( F(x) \) in the mean square formula

\[
\int_2^x \Delta(t)^2 \, dt = \frac{1}{6\pi^2} \sum_{m=1}^{\infty} \frac{d(m)^2}{m^{3/2}} x^{3/2} + F(x).
\]

The formula (1.2) with \( F(x) = O(x^{5/4+\epsilon}) \) was first proved by Cramér[2] in 1922. It reveals \( \Delta(t) \sim t^{1/4} \) on average, and suggests the conjecture that \( \Delta(t) \ll t^{1/4+\epsilon} (t \to \infty) \) holds for any positive \( \epsilon \).

This is a difficult conjecture and the best exponent of \( t \) to date is \( 131/416 (= 1/4 + 27/416) \), due to Huxley [7]. The size of \( F(x) \) governs the quality of the mean square of \( \Delta(x) \) over short intervals

\[
\int_x^{x+L} \Delta(t)^2 \, dt \sim c x^{1/2} L,
\]

which follows from (1.2) once \( F(x) = o(x^{1/2} L) \). Such results for short intervals show the local behaviour of \( \Delta(t) \) (see [15] and [12] for relevant works).

Cramér’s estimate on \( F(x) \) is not sharp. In 1955, Tong[19] improved it to \( F(x) = O(x \log^5 x) \), which then remained unchallenged for the next three decades, until it was subsequently refined to

\[
F(x) = O(x \log^4 x)
\]

by Preissmann[17]. Further progress towards its size may be hard because, as shown in [11], \( F(x) = \Omega_-(x \log^2 x) \). In other words, the room for further improvement is not more than \( \log^2 x \). It is anticipated that the omega result is closer to the true magnitude, in virtue of the almost all result in [21]. Very recently, though unable to improve the bound for \( F(x) \), Nowak[16] pushed forth the record in a closely analogous situation - the circle problem.

Let \( P(t) \) denote the error term in the circle problem. Owing to the similarity between their Voronoi series, the methodology (based on these series) to handle \( \Delta(t) \) usually applies to \( P(t) \) and vice versa. Let

\[
Q(x) := \int_2^x P(t)^2 \, dt - \frac{1}{3\pi^2} \sum_{n=1}^{\infty} \frac{r(n)^2}{n^{3/2}} x^{3/2}
\]

where \( r(n) \) denotes the number of ways of writing \( n \) as a sum of two squares. In [17], Preissmann showed that \( Q(x) = O(x \log^2 x) \) along the same line of argument in (1.3). On the other side we
know $Q(x) = \Omega(x)$ by [10], so again the room for improvement on the bound of $Q(x)$ is at most $\log^2 x$. Remarkably, in [16] Nowak was able to shave off one-half from the log-power and got
\[
Q(x) = O(x(\log x)^{3/2} \log_2 x).
\]
Here and in the sequel, $\log_r$ denotes the $r$-th iterated logarithm, thus $\log_2 x = \log \log x$. Like Preissmann [17], Nowak utilized the Hilbert-type inequality of Montgomery and Vaughan to bound $Q(x)$. But specializing to this case, he made an insightful use of the frequent vanishing of $r(n)$, and the wide spacing between integers that are sums of two squares. Thus he successfully gained the extra saving. Unfortunately the divisor function $d(n)$ does not possess this special vanishing property, and hence the argument in [16] does not work for $\Delta(\mathbf{t})$.

Our goal here is to propose a novel and flexible way of refinement by means of the correlated sum of the arithmetical function instead of the vanishing property. This will be carried out in two scenarios by the authors and the anonymous referee respectively. Both give improvements upon the estimate in (1.3) but indeed the referee’s method is more efficient and yields a stronger result. As the ideas behind seem to be on different basis, we include both approaches and their resulting scenarios by the authors and the anonymous referee respectively. Both give improvements upon the sum of the arithmetical function instead of the vanishing property. This will be carried out in two

**Theorem 1.** Let $x \geq 2$ and define $F(x)$ as the remainder term in (1.2). Then, we have
\[
F(x) = O(x(\log x)^{7/2} (\log_2 x)^{3/2}).
\]

**Theorem 2.** The result in Theorem 1 can be improved to $F(x) = O(x(\log x)^4 (\log_2 x))$.

These methods work for the error term $P(x)$, and plainly we deduce the following along the proof of Theorem 2.

**Theorem 3.** For $x \geq 2$, we have $Q(x) = O(x(\log x)(\log_2 x))$ where $Q(x)$ is defined as in (1.4).

As is customary in this circle of research, the novel idea in the divisor problem can also be applied to the error function
\[
E(T) := \int_0^T \frac{1}{2 + it} dt - T \log \frac{T}{2\pi} - (2\gamma - 1)T, \quad T > 0.
\]

Atkinson [1] gave an approximation to $E(T)$ in terms of two finite sums. The first sum is very similar to the Voronoï series for $\Delta(x)$, while the second sum is usually not difficult to handle. By using Atkinson’s formula, Heath-Brown [3] proved that the remainder term
\[
F_1(T) := \int_0^T E(t)^2 dt - cT^{3/2}, \quad (c = \frac{2}{3}(2\pi)^{-1/2} \sum_{n=1}^{\infty} \frac{1}{n} \sum_{d|n} \mu(d)n^{-3/2})
\]
satisfies $F_1(T) \ll T^{3/4} \log^2 T$. Later Meurman [13] derived a smoothened version of Atkinson’s formula (see (5.1) below) in which the error term is much sharper, thereby got the better bound $O(T \log^3 T)$ for $F_1(T)$. (By a different approach, this same result was also obtained independently by Motohashi.) Then Preissmann (see [9, p.73]) applied the Montgomery-Vaughan inequality and further reduced this bound to $O(T \log^4 T)$. Now we can refine to the following.

**Theorem 4.** Let $T > 0$ and let $F_1(T)$ be defined in (1.5). We have
\[
F_1(T) = O(T(\log T)^3(\log_2 T)).
\]

An outline of the proof is given in Section 5.
2. Preparations

To prove Theorem 1, we need the following variant of Hilbert’s inequality.

**Lemma 2.1.** Let \( A \) and \( B \) be two sets of (distinct) real numbers such that either \( A = B \) or \( A \cap B = \emptyset \). Define

\[
\delta_{A \cup B}(\lambda) := \min_{\nu \in A \cup B, \nu \neq \lambda} |\lambda - \nu|.
\]

Given any two sequences \( \{a_\lambda\}_{\lambda \in A} \) and \( \{b_\mu\}_{\mu \in B} \) of complex numbers, we have, for all \( T \geq 1 \),

\[
\int_0^T \sum_{\lambda \in A, \mu \in B, \lambda \neq \mu} a_\lambda b_\mu e(2(\lambda - \mu)u) \, du \ll \left( \sum_{\lambda \in A} |a_\lambda|^2 / \delta_{A \cup B}(\lambda) \right)^{1/2} \left( \sum_{\mu \in B} |b_\mu|^2 / \delta_{A \cup B}(\mu) \right)^{1/2}.
\]

**Proof.** For \( A = B \), this is merely a reformulation of Lemma B in [16], whose proof is based on Hilbert’s inequality in [14, Theorem 2]. When \( A \) and \( B \) are two disjoint sets, the same argument reduces to showing

\[
\left| \sum_{\lambda \in A, \mu \in B, \lambda \neq \mu} a_\lambda b_\mu / (\lambda - \mu) \right| \ll \left( \sum_{\lambda \in A} |a_\lambda|^2 / \delta_{A \cup B}(\lambda) \right)^{1/2} \left( \sum_{\mu \in B} |b_\mu|^2 / \delta_{A \cup B}(\mu) \right)^{1/2}.
\]

To this end, we consider the two sequences \( \{\tilde{a}_\nu\}_{\nu \in A \cup B} \) and \( \{\tilde{b}_\nu\}_{\nu \in A \cup B} \) defined as

\[
\tilde{a}_\nu = \begin{cases} a_\lambda & \text{if } \nu = \lambda \in A, \\ 0 & \text{otherwise,} \end{cases} \quad \text{and} \quad \tilde{b}_\nu = \begin{cases} b_\mu & \text{if } \nu = \mu \in B, \\ 0 & \text{otherwise.} \end{cases}
\]

Then (2.1) is plainly a consequence of Hilbert’s inequality applied to \( \{\tilde{a}_\nu\} \) and \( \{\tilde{b}_\nu\} \).

**Lemma 2.2.** Let \( y \geq 2 \) and assume \( 1 \leq |h| \leq y^{5/6} \). Then

\[
\sum_{m \leq y} d(m)d(m+h) \ll \sigma_-(|h|)y \log^2 y
\]

where \( \sigma_-(h) = \sum d(h)d^{-1} \).

**Proof.** The case of positive \( h \) follows immediately from [4], or see [11, p.83]. Replacing \( m+h \) by \( m \) then yields the other case.

3. Proof of Theorem 1

Let us fix any sufficiently large number \( x \), and define \( F(x) \) as in (1.2). Then, by equation (2.2) in [11], we have

\[
F(x) = S(x) + S_1(x) + O(x)
\]

where

\[
S(x) = (4\pi^2)^{-1} \sum_{m \neq n \leq x^2} \frac{d(m)d(n)}{(mn)^{3/4}} \int_2^x \sqrt{u} \cos(4\pi(\sqrt{m} - \sqrt{n})\sqrt{u}) \, du
\]

and

\[
S_1(x) = (4\pi^2)^{-1} \sum_{m \neq n \leq x^2} \frac{d(m)d(n)}{(mn)^{3/4}} \int_2^x \sqrt{u} \sin(4\pi(\sqrt{m} + \sqrt{n})\sqrt{u}) \, du.
\]

(This is shown by using the good approximation to \( \Delta(x) \) developed by Meurman[13] with some standard arguments.)
We show that the double sum \( S_1(x) \) is negligible in comparison with our result. Indeed, by integrating by parts, the integral is \( \ll x(\sqrt{m} + \sqrt{n})^{-1} \). Hence we have

\[
S_1(x) \ll x \sum_{m \leq n \leq x^7} \frac{d(m)}{m^{3/4}} \frac{d(n)}{n^{5/4}} \ll x \log^3 x.
\]

Thus,

(3.2) \[ F(x) = S(x) + O(x \log^3 x). \]

Now take \( J := \lceil 30 \log_2 x \rceil \) and for \( 0 \leq j \leq J \), define

\[ C_j := \{ n \leq x^7 : 2^{j-1} < d(n) \leq 2^j \} \]

and \( C_{j+1} := \{ n \leq x^7 : d(n) > 2^j \} \). Then we can decompose \( S(x) \) into

(3.3) \[ S(x) = (4\pi^2)^{-1} \sum_{i,j=0}^{J+1} S_{ij}(x) \]

where

(3.4) \[ S_{ij}(x) = \sum_{\substack{m \in C_i, n \in C_j \atop m \neq n}} \frac{d(m)d(n)}{[mn]^{3/4}} \int_2^x \sqrt{u} \cos(4\pi(\sqrt{m} - \sqrt{n})\sqrt{u}) \, du. \]

Applying a change of variable and the mean value theorem for definite integrals, we see that for some \( \sqrt{2} \leq x_1 \leq x_2 \leq \sqrt{x} \),

(3.5) \[ S_{ij}(x) \ll x \left( \sum_{m \in C_i} \frac{d(m)^2}{m^{3/2}\delta_{ij}(m)} \right)^{1/2} \left( \sum_{n \in C_j} \frac{d(n)^2}{n^{3/2}\delta_{ij}(n)} \right)^{1/2} \]

by applying Lemma 2.1. Here we abbreviate \( \delta_{ij}(m) \) for \( \delta_{C_i \cup C_j}(m) = \min_{l \in C_i \cup C_j} |\sqrt{l} - \sqrt{m}| \).

Our main task is to bound the last product of two sums. The distance function \( \delta_{ij}(m) \) has a quite trivial lower bound

(3.6) \[ \delta_{ij}(m) \gg m^{-1/2} \]

(which will also be explained below). Following from (3.6) and the well-known fact \( \sum_{m \leq y} d(m)^2 \ll y \log^4 y \), one deduces that

(3.7) \[ \sum_{m \in C_i} \frac{d(m)^2}{m^{3/2}\delta_{ij}(m)} \ll \sum_{m \leq x^7} \frac{d(m)^2}{m} \ll (\log x)^4. \]

Inserting this into (3.5) and then (3.3), (3.2) yields the result of Preissmann[17] modulo a factor of \((\log x)^2\) (caused by the dyadic division in (3.3)).

Our novel idea refines the estimate for the sum in (3.7) when \( i \leq j \). Let \( 0 \leq i \leq j \leq J + 1 \) and consider first the case \( i \leq J \). We split

\[ \sum_{m \leq x^7} \frac{d(m)^2}{m^{3/2}\delta_{ij}(m)} \]
into two parts according as \( \delta_{ij}(m) \geq m^{-1/2} \log^2 x \) or not. Clearly, the subsum subject to \( \delta_{ij}(m) \geq m^{-1/2} \log^2 x \) is
\[
\ll (\log x)^{-2} \sum_{m \leq x^7} \frac{d(m)^2}{m} \ll \log^2 x.
\]

It remains to consider the subsum constrained by \( \delta_{ij}(m) < m^{-1/2} \log^2 x \). For each \( m \), there is an \( l \in C_i \cup C_j \), not equal to \( m \), such that \( |\sqrt{m} - \sqrt{l}| = \delta_{ij}(m) \). The constraint on \( \delta_{ij}(m) \) forces \( m < \log^2 x \) if \( l \geq 4m \), and in this case, \( \delta_{ij}(m) \geq \sqrt{1/2} \geq 1 \). For \( l < 4m \), we have \( \delta_{ij}(m) \ll |m - l|/\sqrt{m} \), which leads to (3.6) and \( |m - l| \ll \log^2 x \) under the constraint. Thus we further divide this subsum into two pieces, running over \( m < \log^2 x \) or otherwise. The piece over \( m < \log^2 x \) is, by (3.6),
\[
\ll \sum_{m \leq \log^2 x} \frac{d(m)^2}{m} \ll (\log_2 x)^4.
\]

Before estimating the other piece, we note that the value of \( l \) depends on \( m \). To get rid of the dependence, we take all possible \( l \) with \( |m - l| \ll \log^2 x \) into account. Letting \( h = m - l \) (and thus \( \delta_{ij}(m) \gg |h|/\sqrt{m} \)), we bound this piece, up to a constant multiple, by
\[
(3.8) \quad \sum_{1 \leq |h| \ll \log^2 x} |h|^{-1} \sum_{m \geq \log^2 x \atop (m, m + h) \in C(i,j)} \frac{d(m)^2}{m}
\]
where \( C(i,j) := \{(a, b) : a \in C_i, b \in C_i \cup C_j \} \). Then, under the assumption \( i \leq j \) we observe that \( d(m + h) \geq 2^{i - 1} \geq 2d(m) \) for \( m \in C_i \) and \( m + h \in C_i \cup C_j \). The inner sum in (3.8) can thus be replaced by the correlated sum, or more precisely, it is less than
\[
2 \sum_{m \leq \log^2 x} \frac{d(m)d(m + h)}{m} \ll \sigma_{-1}(|h|) \log^3 x,
\]
by Lemma 2.2. As \( \sum_{1 \leq |h| \ll \log^2 x} \sigma_{-1}(|h|)/|h| \ll \log_2 x \), we infer that the double sum in (3.8) is \( \ll \log^3 x \log_2 x \), and consequently, for \( 0 \leq i \leq j \leq J + 1, i \leq J \),
\[
(3.9) \quad \sum_{m \in C_i} \frac{d(m)^2}{m^{3/2} \delta_{ij}(m)} \ll \log^3 x \log_2 x.
\]

For the case \( i = J + 1 \), a better upper bound follows, due to the sparsity of large values of the divisor function. Indeed, using (3.6) and \( \sum_{m \leq y} d(m)^3 \ll y \log^7 y \), we have
\[
\sum_{m \in C_{J+1}} \frac{d(m)^2}{m^{3/2} \delta_{ij}(m)} \ll \sum_{m \in C_{J+1}} \frac{d(m)^2}{m} \ll 2^{-J} \sum_{m \in C_{J+1}} \frac{d(m)^3}{m} \ll 2^{-J} \sum_{m \in \mathbb{N}} \frac{d(m)^3}{m} \ll 2^{-J} \log^8 x \ll 1
\]
by our choice of \( J \), so (3.9) is also valid in this case.

In view of the condition \( 0 \leq i \leq j \leq J + 1 \), we are able to apply (3.9) to one of the two factors in the product in (3.5) (but not both unless \( i = j \)). The other factor is handled by (3.7). It follows that \( S_{ij}(x) \ll x(\log x)^{1/3}(\log_2 x)^{1/2} \). By (3.2) and (3.3), our proof of Theorem 1 is complete.
4. Proof of Theorem 2

We give essentially verbatim the proof provided by the referee, which begins with the following robust lemma.

Lemma 4.1. Suppose \( a_n \) are complex numbers for \( N < n \leq 2N \). Let \( K \leq N \) be a positive integer. Then

\[
\sum_{N < m \neq n \leq 2N} \frac{a_m \overline{a_n}}{\sqrt{m} - \sqrt{n}} \ll S_1 + S_2 + S_3
\]

where

\[
S_1 = N^{3/2}K^{-1} \sum_{h \geq N/K} h^{-2} \sum_{N < n \leq 2N-h} |a_n a_{n+h}|
\]

\[
S_2 = N^{1/2} \sum_{h \leq N/K} h^{-1} \sum_{N < n \leq 2N-h} |a_n a_{n+h}|
\]

and

\[
S_3 = KN^{-1/2} \sum_{N < n \leq 2N} |a_n|^2.
\]

Proof. To prove the lemma we divide \( \{N, 2N\} \) into \( K \) disjoint intervals

\[
I = \left( \frac{k-1}{K} N, \frac{k}{K} N \right), \quad K < k \leq 2K.
\]

We write \( g(n) \) for the lower end-point of the interval \( I \) for which \( n \in I \), so that \( g(n) < n \leq g(n) + N/K \). We claim that

\[
(4.1) \quad \sum_{N < m \neq n \leq 2N} \frac{a_m \overline{a_n}}{\sqrt{m} - \sqrt{n}} = \sum_{N < m, n \leq 2N} \frac{a_m \overline{a_n}}{\sqrt{g(m) - \sqrt{g(n)}}} + O(S_1) + O(S_2).
\]

We first consider terms with \( m \geq n + N/K \), so that \( g(m) \neq g(n) \). Then \( 0 < n - g(n) \leq N/K \), whence \( 0 < \sqrt{n} - \sqrt{g(n)} \ll \sqrt{N}/K \), and similarly for \( m \). We also have \( \sqrt{m} - \sqrt{n} \gg (m-n)/\sqrt{N} \). Moreover if \( m - n \geq 2N/K \) then

\[
g(m) - g(n) \geq m - N/K - n \geq (m-n)/2.
\]

On the other hand, if \( N/K \leq m - n < 2N/K \) we have

\[
g(m) - g(n) \geq N/K > (m-n)/2,
\]

since \( g(m) \neq g(n) \), as remarked above. In either case we conclude that

\[
\sqrt{g(m)} - \sqrt{g(n)} \gg (g(m) - g(n))/\sqrt{N} \geq (m-n)/\sqrt{N}.
\]

It follows that

\[
\frac{1}{\sqrt{m} - \sqrt{n}} = \frac{1}{\sqrt{g(m)} - \sqrt{g(n)}} + O\left(\frac{N^{3/2}}{K(m-n)^2}\right)
\]

when \( m \geq n + N/K \). Thus these \( O \)-terms contribute \( O(S_1) \) to (4.1).

Secondly we consider terms in which \( n < m < n + N/K \). Here we have \( \sqrt{m} - \sqrt{n} \gg (m-n)/\sqrt{N} \). Moreover if \( g(m) > g(n) \) we have \( g(m) - g(n) \geq N/K \), whence \( \sqrt{g(m)} - \sqrt{g(n)} \gg \sqrt{N}/K \gg (m-n)/\sqrt{N} \). It follows that the terms under consideration contribute \( O(S_2) \) to (4.1), which establishes the claim.
We now group terms $n$ from a particular interval $I$, all of which have the same lower end-point $g(n)$. Thus, letting $I_1, \cdots, I_J$ be the sequence of intervals $I$ we set

$$A(j) = \sum_{n \in I_j} a_n$$

and we write $g_j$ for the lower end-point of $I_j$. Thus

$$\sum_{N < m, n \leq 2N \atop g(m) x g(n)} \frac{a_m \overline{a}_n}{\sqrt{g(m) - \sqrt{g(n)}}} = \sum_{j \neq k} \frac{A(j) \overline{A(k)}}{\sqrt{g_j - \sqrt{g_k}}}.$$  

Moreover for $j > k$ we have $\sqrt{g_j} - \sqrt{g_k} \gg (g_j - g_k)/\sqrt{N} \gg \sqrt{N}/K$. We can now apply Hilbert’s inequality (which is (2.1) with $A = B$) to give a bound

$$\ll KN^{-1/2} \sum_{j \leq J} |A(j)|^2.$$  

When we expand $|A(j)|^2$ we get terms $a_n \overline{a}_{n+h}$ with $n, n+h \in I_j$. Thus $|h| \leq N/K$. When $h \neq 0$ we have $KN^{-1/2} \leq N^{1/2}|h|^{-1}$, so that the overall contribution is $O(S_2)$. Finally, terms with $h = 0$ produce a contribution $O(S_3)$, which completes the proof of Lemma 4.1.

We proceed now to prove Theorem 2. By (3.2) and a treatment as in the line before (3.5), there exist $a_n \in \mathbb{C}$ for $n \leq x$ such that $|a_n| \leq d(n)n^{-3/4}$ and

$$F(x) \ll x(\log x)^3 + x \left| \sum_{m \neq n} \frac{a_m \overline{a}_n}{\sqrt{m} - \sqrt{n}} \right|.$$  

Let $N_j = 2^{j/2}$ and decompose the sum on the left into $O((\log x)^2)$ subsums

$$S_{i,j} = \sum_{N_j < m \leq \sqrt{N}_{i+1}} \frac{a_m \overline{a}_n}{\sqrt{m} - \sqrt{n}},$$

where it is understood that $m \neq n$ if $i = j$. When $i \geq j + 2$ we have $\sqrt{m} - \sqrt{n} \gg \sqrt{N}$, and a trivial bound yields $S_{i,j} \ll N_{i-j}^{-1/2} (\log x)^2$. Thus the total contribution from all such sums $S_{i,j}$ is $O((\log x)^3)$. Sums with $j \geq i + 2$ may be handled similarly. We also have

$$S_{i,i+1} + S_{i+1,i} = -S_{i,i} - S_{i+1,i+1} + \sum_{N_j < m \neq n \leq N_{i+1}} \frac{a_m \overline{a}_n}{\sqrt{m} - \sqrt{n}}.$$  

The sum on the right may be bounded by Lemma 4.1, as can $S_{i,i}$ and $S_{i+1,i+1}$. We take $K = \lfloor N_i/(1 + \log N_i) \rfloor$ and find (via Lemma 2.2) that

$$\sum_{N < n \leq 2N - h} |a_n a_{n+h}| \ll N^{-1/2} (\log x)^2 \sigma_{-1}(h),$$

whence $S_1 \ll (\log x)^2$, $S_2 \ll (\log x)^2(\log_2 x)$ and $S_3 \ll (\log x)^2$. It follows that

$$S_{i,i} \ll (\log x)^2(\log_2 x) \quad \text{and} \quad S_{i,i+1} + S_{i+1,i} \ll (\log x)^2(\log_2 x).$$

Thus on summing over $i \ll \log x$ we finally conclude that

$$F(x) \ll x(\log x)^3(\log_2 x).$$
5. Proof of Theorem 4

To prove Theorem 4, we begin with the modified version of Atkinson’s formula as given by Meurman in [13]. Using the same notations in Meurman’s paper, we have

\[ E(T) = \sum_1^* (T) + \sum_2^* (T) + \pi + O(T^{-1/4} \log T) \]  

where

\[ \sum_1^* (T) = \left( \frac{2T}{\pi} \right)^{1/4} \sum_{n \leq (a+U)^2} \eta(n) (-1)^n d(n) n^{-1/4} e(T, n) \cos f(T, n), \]

\[ \sum_2^* (T) = -2 \sum_{n \leq Z(0)} \xi(T, n) d(n) n^{-1/2} \left( \frac{T}{2\pi n} \right)^{-1} \cos g(T, n). \]

Here \( T^{1/4} \ll U \ll T^{1/4}, T^{1/2} \ll a \ll T^{1/2} \). The sums \( \sum_1^* (T) \) and \( \sum_2^* (T) \) are essentially the same as those in the original formula of Atkinson, except for the smoothing functions \( \eta(n) \) and \( \xi(T, n) \), which approximate the characteristic functions on the intervals \([0, (a+U)^2] \) and \([0, Z(0)] \) respectively. With the functions \( \eta(n) \) and \( \xi(T, n) \), the \( O \)-term in (5.1) is much sharper. As was shown in [13, p.340-341]

\[ \int_T^{2T} E^2(t) \, dt = I_{11} + 2I_{12} + I_{22} + O(T \log T + T^{1/2} I_{22}^{1/2}) \]

where for \( j, k \in \{1, 2\} \),

\[ I_{jk} = \int_T^{2T} \sum_j^* (t) \sum_k^* (t) \, dt. \]

Moreover,

\[ I_{11} = c((2T)^{3/2} - T^{3/2}) + M(T), \quad I_{22} \ll T \log^4 T. \]

This bound on \( M(T) \) yields Meurman’s result. In fact, apart from the harmless factor \((-1)^n \eta(n), M(T) \) is essentially the same as \( F(x) \) in (3.1). Hence the idea in Section 4 proves

\[ M(T) \ll T (\log T)^3 (\log_2 T). \]

To complete the proof of Theorem 4, we establish the bounds

\[ I_{22} \ll T \log^3 T \]

and

\[ I_{12} \ll T (\log T)^3 (\log_2 T)^{1/2}, \]

which are more than enough.

The proof of (5.4) follows the standard argument of opening up the square of \( \sum_2^* (t) \) and then integrating term by term. By the compound angle formula, there is a subsum involving \( \cos(g(t, n) + g(t, m)) \) which, by the mean value theorem, is

\[ \ll \sum_{n, m \leq Z(0)} \frac{d(n) d(m)}{\sqrt{nm}} \max_{T < t \leq 2T} (\xi(t, n) \xi(t, m)) \left( \log T \frac{T}{2\pi n} \log T \frac{T}{2\pi m} \right)^{-1} \]

\[ \ll (\sum_{n \leq Z(0)} d(n)n^{-1/2})^2 \ll T \log^2 T. \]
Note that $Z(0) \leq (1 - \delta) \frac{T}{2\pi}$ for some $\delta > 0$, depending on $a$. The other subsum, involving $\cos(g(t, n) - g(t, m))$, is

$$\ll T \sum_{n \leq Z(0)} \frac{d(n)^2}{n} \left(\log \frac{T}{2\pi n}\right)^{-2} + \sum_{m < n \leq Z(0)} \frac{d(n) d(m)}{\sqrt{mn}} \left(\log \frac{T}{2\pi n} \log \frac{T}{2\pi m} \log \frac{n}{m}\right)^{-1},$$

again by applying the mean value theorem. Then partial summation together with the estimate $\sum_{m \leq y} d(n)^2 \ll y \log^2 y$ shows the first sum here is $\ll \log^4 T$.

The second sum can be further splitted into two pieces. The one in which $m < n/2$, $n \leq Z(0)$ is

$$\ll \sum_{n \leq Z(0)} \frac{d(n)}{\sqrt{n}} \sum_{m \leq n} \frac{d(m)}{\sqrt{m}} \ll T \log^2 T.$$ 

In view of the inequality $(\log(n/m))^{-1} \ll m/(n - m)$, the other piece is

$$\ll \sum_{Z(0) / 2 \leq m < n \leq Z(0)} \frac{d(n) d(m)}{n - m}$$

$$\ll \sum_{Z(0) / 2 \leq m < n \leq Z(0)} \frac{d(n) d(m)}{n - m}$$

$$\leq \sum_{n \leq Z(0)} \sum_{m \leq n \leq n^{5/6}} \frac{d(n) d(m)}{n - m} + \sum_{n \leq Z(0)} \sum_{n \leq m < n^{5/6}} \frac{d(n) d(m)}{n - m}$$

$$= \sum_a + \sum_b,$$

say. The sum $\sum_b$ is

$$\ll \sum_{h \leq Z(0)^{3/6}} h^{-1} \sum_{m \leq Z(0)} d(m) d(m + h) \ll T \log^3 T,$$

by using Lemma 2.2. To bound the sum $\sum_a$, we first estimate the inner sum over $m$ by partial summation together with the formula (1.1), and it is $\ll \log^2 n$. Hence

$$\sum_a \ll \sum_{n \leq Z(0)} d(n) \log^2 n \ll T \log^3 T.$$ 

These together with (5.6) proves (5.4)

The proof of (5.5) follows the same argument of [13, p.341], where $\sum^*_1$ is splitted into two parts, according as $n \leq T/A$ and $T/A < n \leq (a + U)^2$ respectively. The contribution from the first part is $\ll T \log^2 T$, as shown in [13]. The contribution of the second part, by using Cauchy-Schwarz’s inequality together with (5.4) and the bound for $M(T)$ in (5.3), is

$$\ll \{(T \log^3 T + T \log^3 T \log_2 T)(T \log^3 T)\}^{1/2} \ll T \log^3 T \log^{1/2} T.$$ 

This completes the proofs of (5.4) and (5.5), and hence Theorem 3.
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