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Analysis and Synthesis of Nonlinear Systems With Uncertain Initial Conditions

G. Chesi, Senior Member, IEEE, and Y. S. Hung, Senior Member, IEEE

Abstract—This technical note considers the problem of computing extremal values of the trajectories over a given set of initial conditions as well as finding output controllers minimizing these extremal values under time-domain constraints for nonlinear systems. It is shown that upper bounds of the sought extremal values as well as candidates of the sought controllers can be computed by solving a one-parameter sequence of bilinear matrix inequality (BMI) optimizations obtained through the square matricial representation (SMR) of polynomials. Moreover, a necessary and sufficient condition is proposed to establish the tightness of the found upper bound in spite of the conservatism introduced by the nonconvexity of BMI optimizations and the chosen degree of the Lyapunov function and relaxing polynomials.

Index Terms—Bilinear matrix inequality (BMI), nonlinear system, square matricial representation (SMR), tightness, uncertain initial condition.

I. INTRODUCTION

Stability is not the only important issue in the analysis and synthesis of closed-loop systems, in fact, it is often mandatory also to deal with time-domain constraints on the system signals. For linear systems, the analysis problem can be solved by exploiting closed-form solutions for the trajectory, while the synthesis problem with time-domain constraints can be addressed via frequency-domain constraints on weighted transfer functions or via model predictive control (MPC). For nonlinear systems, the problem is more involved. First, there do not exist closed-form solutions for the trajectory except few special cases. Second, the synthesis must deal with the non-linearities of the state updating law and measurable output, which affect convergence and efficiency of strategies such as nonlinear MPC [1], [2]; and, clearly, the problem is even more difficult if the initial condition is unknown and if the non-linearities are non-polynomial. In this respect, it should be noted that approaches such as state augmentation and approximation techniques for recasting the non-polynomial system into a polynomial system can easily yield conservative results.

In this technical note, a new approach to deal with time-domain constraints in the analysis and synthesis of nonlinear systems is proposed. In particular, the proposed framework considers the computation of extremal values of the trajectories over a given set of initial conditions and the computation of output controllers minimizing these extremal values under time-domain constraints. The approach is first described for systems whose state updating law depends polynomially on the state and affinely on the input, and then it is extended to deal with non-polynomial dependence on the state by using truncated Taylor expansions and taking into account the worst case remainders. It is shown that upper bounds of the sought extremal values as well as candidates of the sought controllers can be computed by solving a one-parameter sequence of bilinear matrix inequality (BMI) optimizations by using Lyapunov functions (LFs) and polynomial relaxations based on the square matricial representation (SMR). In order to deal with the conservatism introduced by the nonconvexity of the problem as well as the chosen degree of the LF, a necessary and sufficient condition is proposed for the analysis part to establish the tightness of the found upper bound. A preliminary version of this technical note appeared in [12].

II. PRELIMINARIES

The notation is as follows. \( \mathbb{R} \); natural and real numbers sets; \( \mathbb{C}^n(\mathcal{X}) \); set of functions whose first \( n \) derivatives are continuous over the set \( \mathcal{X} \); \( \partial \mathcal{X} \); boundary of set \( \mathcal{X} \); \( 0_\mathcal{X} \); origin of \( \mathbb{R}^n \); \( I \); identity matrix (of size specified by the context); \( \Psi' \); transpose of matrix \( \Phi; \Phi > 0 (\Phi \succeq 0) \); symmetric positive-definite (semidefinite) matrix \( \Phi; \phi > 0 (\phi \succeq 0) \); positive (nonnegative) entries vector \( \phi; \phi_{\max} = \max \{ \phi_1, \ldots, \phi_n \} \) for \( \phi \in \mathbb{R}^n \).

Consider the class of continuous-time systems

\[
\begin{align*}
\dot{x}(t) & = f(x(t)) + \varphi(x(t)) + g(x(t))u(t) \\
y(t) & = h(x(t)) \\
x(0) & = x_{\text{init}}
\end{align*}
\]

where \( x(t) \in \mathbb{R}^n \) is the state, \( u(t) \in \mathbb{R}^m \) is the input, \( y(t) \in \mathbb{R}^p \) is the output, \( x_{\text{init}} \) is the initial condition, \( f(x(t)), g(x(t)) \), and \( h(x(t)) \) are polynomial functions of \( x(t) \), and \( \varphi(x(t)) \) is a nonpolynomial function of \( x(t) \). The set of initial conditions of interest is defined as

\[
\mathcal{A} = \{ x \in \mathbb{R}^n : a_i(x) \geq 0 \quad \forall i = 1, \ldots, n_a \}
\]

where \( a_1(x), \ldots, a_{n_a}(x) \) are polynomials. We assume that \( \mathcal{A} \) is compact and define the set

\[
\mathcal{K} = \{ k(y) : \mathbb{R}^p \rightarrow \mathbb{R}^m \text{ such that, for } u(t) = k(y(t)), \lim_{t \rightarrow -\infty} x(t) = 0_n, \text{ and } w(t) \leq w_0 \text{ for all } t \in [0, +\infty) \text{ and for all } x_{\text{init}} \in \mathcal{A} \}
\]

where \( k \) is a polynomial function, \( w(t) \in \mathbb{R}^m \) is a select design set constraint, and \( w_0 \in \mathbb{R}^m \) is a given vector. Let us define the cost achieved by \( u = k(y) \) as

\[
\sigma(k(y)) = \sup_{x_{\text{init}} \in \mathcal{A}, t \in [0, +\infty)} z(t)_{\max}
\]

where \( z(t) \in \mathbb{R}^m \) is another select design signal for optimization. The following is assumed:

1) the signals \( z(t) \) and \( w(t) \) are expressed by

\[
\begin{align*}
z(t) & = [q_z(x(t))', l_z(u(t))'] \\
w(t) & = [q_w(x(t))', l_w(u(t))']
\end{align*}
\]

where \( q_z, q_w \) are polynomial functions and \( l_z, l_w \) are linear functions;

2) the origin is the equilibrium point of interest and the output vanishes in the origin.

The problems we address are as follows:

1) problem P1 (analysis): to compute the maximum of \( z(t)_{\max} \) for the autonomous system

\[
\sigma = \sigma(0_{n_a})
\]
2) problem P2 (synthesis): to compute the controller that minimizes the maximum of \( z(t) \) for
\[
k'(y) = \arg \min_{k(y) \in \mathcal{K}} \sigma(k(y)) \tag{7}
\]
\[
\sigma^* = \sigma(k'(y)). \tag{8}
\]
In the sequel, the dependence on the time \( t \) will be generally omitted for ease of notation.

Let us observe that, depending on the choice of \( z \), one can select several costs such as
\[
z = [h(x)^{T} B_1 h(x), u' B_2, -u' B_2, B_3 x]^{T}
\]
\[
\Rightarrow z_{\max} = \max \{ \|B_1 y\|_2, \|B_2 u\|_\infty, b_{3,1} x, \ldots, b_{3,m} x \}. \tag{9}
\]
where \( B_1, B_2, B_3 \) are weighting matrices of suitable dimensions, and \( b_{3,1}, \ldots, b_{3,m} \) are the rows of \( B_3 \). Moreover, one can analogously define several constraints by similarly defining \( w \) and \( \nu_0 \).

Before proceeding, let us introduce the complete SMR [3, 4]. Let \( x^{[m]} \in \mathbb{R}^{l_{\min}} \) contain all monomials of degree not greater than \( m \) in \( x \), and let \( \nu_1(x) \) be a polynomial of degree \( 2m \). The complete SMR of \( p_1(x) \) with respect to \( x^{[m]} \) is
\[
\mathcal{P}_1(x) = x^{[m]} P_1(x^{[m]}), \tag{10}
\]
with
\[
P_1(x^{[m]}) = p_1 + N_1(x^{[m]}) \tag{11}
\]
where \( p_1 \) is any symmetric matrix such that \( p_1(x) = x^{[m]} P_1 x^{[m]}, \alpha_1 \in \mathbb{R}^{l_{\max}(m)} \) is a vector of free parameters, and \( N_1(x^{[m]}) \) is a linear parametrization of the set \( \mathcal{N}_1(m) = \{ N = N' : x^{[m]} N x^{[m]} = 0 \} \], as explained in [3] and [4]. \( \tau_1(m) = (n + m + 1)/(m + 1) \) and \( \nu_1(m) = (1/2) \tau_1(m)(\tau_1(m) + 1) - \tau_1(2m) \).

In the case of polynomials having special structures, more compact representations can be derived. Indeed, polynomials without constant and linear terms can be represented with respect to the vector \( x^{[m]} \in \mathbb{R}^{n_{\max}} \) containing all monomials of degree less than or equal to \( m \) in \( x \) but the constant term. For these polynomials, the SMR is analogously defined by substituting \( \mathcal{N}_1(m) \) with the set \( \mathcal{N}_2(m) = \{ N = N' : x^{[m]} N x^{[m]} = 0 \} \). We have \( \tau_2(m) = \tau_1(m) + 1 \) and the dimension of \( \mathcal{N}_2(m) \) is \( v_2(m) = \tau_1(m) + n + 1 \).

In the sequel, we will refer to \( P_1 \) and \( P_1(\alpha) \) as SMR matrices of \( p_1(x) \). Unless explicitly specified otherwise, it will be assumed that these matrices are defined with respect to \( x^{[m]} \).

### III. Analysis Problem

We consider first the case \( \varphi(x) = 0_n \). In order to simplify the description we assume the following.

A1) the linearized autonomous system is asymptotically stable, that is, \( A \) is Hurwitz where
\[
[ A | B | C ] = \frac{d(f(x) + \varphi(x))]d(x)[d(\varphi(x))]}{dx} \bigg|_{x=0_{n}}. \tag{12}
\]

The basic idea is to look for LFs whose unitary sublevel sets are invariant sets and contain \( \mathcal{A} \). Then, we also require that these sublevel sets are contained in the region where the supremum of \( g_1(x) \) is bounded by a certain quantity \( \zeta \in \mathbb{R} \). If we can find this LF, it is guaranteed that \( \zeta \geq \sigma \). More formally, let us denote with \( v : \mathbb{R}^n \rightarrow \mathbb{R} \) the LF candidate, and define with \( \mathcal{V}(\zeta) \) its sublevel set
\[
\mathcal{V}(\zeta) = \{ x \in \mathbb{R}^n : v(x) \leq \zeta \} \tag{13}
\]
\[
\mathcal{Q}(\zeta) = \{ x \in \mathbb{R}^n : g_1(x) \leq \zeta \} \tag{14}
\]
Suppose there exists \( v(x) \) and \( \zeta \in \mathbb{R} \) such that the following holds.

- C1) \( v(x) \) is radially unbounded, \( v(0) = 0 \) and \( v(x) > 0 \forall x \in \mathbb{R} \);  
- C2) \( \nabla v(x) f(x) \) is Hurwitz, \( \forall x \in \mathcal{V}(1) \).  
- C3) \( \mathcal{A} \subset \mathcal{V}(1) \);  
- C4) \( \mathcal{Q}(\zeta) = \mathcal{V}(1) \).

Then, \( \zeta \geq \sigma \). Now, let us select \( v(x) \) as a polynomial of degree \( 2\delta \) and introduce
\[
t_1(x) = \nabla v(x) f(x) + s_1(x)(1 - v(x))
\]
\[
t_2(x) = v(x) - 1 + \sum_{i=1}^{n_{\max}} s_{i,1}(x) t_i(x)
\]
\[
t_i(x) = s_{i,1}(x) g_{1,1}(x) + \zeta + 1 - v(x), \quad i = 1, \ldots, n_{\max}
\]
where \( s_{i,1}(x) \) are auxiliary polynomials known as Hilbert’s polynomials (see, for example, [5–7]).

**Theorem 1:** Let \( \zeta > 0 \) be a given real scalar, and let \( 2\delta \) be the chosen degree of \( v(x) \). Let \( V, S_1, T_1(V, S_1, \alpha_1), T_2(V, S_2, \alpha_2), T_3(V, S_3, \alpha_3, \alpha_4) \) be SMR matrices of the polynomials \( v(x), s_1(x), t_1(x), t_2(x), t_3(x) \), respectively, with the matrices \( V, S_1, T_1(V, S_1, \alpha_1) \) defined with respect to extended vectors without constant term. Define
\[
\lambda^* = \sup_{x \in \mathbb{R}^n \setminus \{0_n \}}\lambda_{s.t.} \tag{15}
\]
\[
T_1(V, S_1, \alpha_1) + \lambda I \prec 0
\]
\[
T_2(V, S_2, \alpha_2) + \lambda I \preceq 0
\]
\[
T_3(V, S_3, \alpha_1, \alpha_4) + \lambda I \preceq 0 \quad \forall i = 1, \ldots, n_{\max}
\]
If \( \lambda^* \geq 0 \), then \( \zeta \geq \sigma \).

**Proof:** Suppose that (15) is satisfied with \( \lambda \geq 0 \). Let \( x \in (0_{n+1}) \) be the extended vector in the representation of \( t_1(x) \). From the first inequality, we have
\[
0 > x^{[m]} [T_1(V, S_1, \alpha_1) + \lambda I] x^{[m]} = t_1(x) + \lambda \|x^{[m]} \|^2_2
\]
that is, \( t_1(x) < 0 \) for all \( x \in \mathbb{R}^n \setminus \{0_n \} \). From the other inequalities, we similarly obtain that \( v(x) > 0 \) and \( s_1(x) > 0 \) for all \( x \in \mathbb{R}^n \setminus \{0_n \} \), and that \( t_2(x) \leq 0, t_3(x) \leq 0, s_{i,1}(x) > 0, \) and \( s_{i,1}(x) > 0 \) for all \( x, T_1(x) < 0 \) and \( s_{i,1}(x) > 0 \), it follows that \( \nabla v(x) f(x) \) for \( 0 \) for all \( x \in \mathcal{V}(1) \). Analogously, we prove that \( x \in \mathcal{V}(1) \) for all \( x \in \mathcal{A} \), and \( x \in \mathcal{Q}(\zeta) \) for all \( x \in \mathcal{V}(1) \). Moreover, \( v(x) \) is radially unbounded because \( \Lambda > 0 \), hence \( C1-C4 \) hold.

Theorem 1 provides a sufficient condition to establish if \( \zeta \) is an upper bound of \( \sigma \) by solving the optimization (14), which is a non-convex optimization because the first inequality in (15) is a BMI because \( T_1(V, S_1, \alpha_1) \) is a bilinear function of \( V \) and \( S_1 \). BMI optimizations can be locally solved through dedicated software; alternatively, they can be approached via a sequence of convex LMI optimizations by alternatively fixing one variable and optimizing with respect to the other (we refer to this solution as \( V \rightarrow S \) iterations) as done in Section V. In order to find \( \sigma \), we can simply adopt a bisection algorithm minimizing \( \zeta \) subject to the condition of Theorem I.

Now, we describe how Theorem 1 can be extended to deal with the case \( \varphi(x) \neq 0_n \). First, it is worthwhile to observe that one may attempt to deal with this case by performing state augmentations to system into polynomial, or by substituting the polynomial terms with their truncated Taylor expansions. However, it is known that these attempts can easily lead to conservative and disastrous results.

Our idea is to introduce truncated Taylor expansions taking into account the worst case remainder as proposed in [11] for estimating the
domain of attraction. We suppose that assumptions A1 previously introduced and A2 below hold.

A2) the function \( \varphi(x) \) has the form

\[
\varphi(x) = \sum_{i=1}^{n} p_i(x)\psi_i(x_{k_i})
\]

where \( p_i(x) \) are polynomials, \( k_1, \ldots, k_r \) are integers in \([1, n]\), and \( \psi_i : C^d \rightarrow \mathbb{R} \) are nonlinear functions for integers \( d_i \geq 1 \) and scalars \( c_{i_{\min}} < 0, c_{i_{\max}} > 0 \).

Let us write \( \psi_i(x_{k_i}) \) via the Taylor expansion centered in \( x_{k_i} = 0 \) up to the \( \beta_i \)th power for a given integer \( \beta_i \) in \([1, d_i - 1]\) and express the remainder in the Lagrange form

\[
\psi_i(x_{k_i}) = \mu_i(x_{k_i}) + g_i(x_{k_i})\theta_i(b_i)
\]

where \( \mu_i(x_{k_i}) \) is a polynomial of degree \( \beta_i \), \( g_i(x_{k_i}) \) is a monomial of degree \( \beta_i + 1 \), and \( \theta_i(b_i) \) is the \( \beta_i + 1 \)th derivative of \( \psi_i(x_{k_i}) \) evaluated for \( x_{k_i} = b_i \), and \( b_i \in [0, x_{k_i}] \) if \( x_{k_i} \geq 0 \) or \( b_i \in [x_{k_i}, 0] \), otherwise.

Let us introduce the following polynomials

\[
t_{i,m}(x) = \nabla v(x) \left( f(x) + \sum_{i=1}^{n} p_i(x)\mu_i(x_{k_i}) \right) + s_{1,m}(x)(1 - v(x)) + \sum_{i=1}^{r} (\theta_i m_i)
\]

\[
+ \left(-1\right)^{m_i} s_{1,m}(x)\nabla v(x)p_i(x)g_i(x_{k_i}), \quad m \in \{0, 1\}^r
\]

\[
t_i(x) = s_{1,i}(x)(x_{k_i} - c_{i_{\max}})(x_{k_i} - c_{i_{\min}}) + 1 - v(x),
\]

\[i = 1, \ldots, r \] (18)

where \( s_{1,m}(x), s_{1,i}(x), s_{1,i}(x) \) are polynomials, and

\[
\theta_{i,m_i} = \begin{cases} 
\sup_{b_i \in [c_{i_{\min}}, c_{i_{\max}}]} \theta_i(b_i), & \text{if } m_i = 0 \\
\inf_{b_i \in [c_{i_{\min}}, c_{i_{\max}}]} \theta_i(b_i), & \text{if } m_i = 1.
\end{cases} \]

Theorem 2: Let \( \zeta > 0 \) be a given real scalar, and let \( 2\delta \) be the chosen degree of \( v(x) \). Let \( S_{1}, T_{1,m}(V, S_{1}, \alpha_{1,m}), T_{1,i}(V, S_{1}, \alpha_{1,i}) \) be SMR matrices of the polynomials \( s_1(x), t_{1,m}(x), t_{1,i}(x) \), respectively. Define

\[
\lambda^* = \sup_{\lambda \in \mathbb{R}^+ \land \lambda \leq \zeta} \lambda \text{ s.t. (21)}
\]

\[
\text{inequality (15) without the first inequality}
\]

\[
T_{1,m}(V, S_{1}, \alpha_{1,m}) + \lambda I < 0 \quad \forall m \in \{0, 1\}^r \quad (21)
\]

\[
T_{1,i}(V, S_{1}, \alpha_{1,i}) + \lambda I \leq 0 \quad \forall i \in \{1, \ldots, r\}
\]

If \( \lambda^* \geq 0 \), then \( \zeta \geq \sigma \).

Proof: Suppose that (21) is satisfied with \( \lambda \geq 0 \). Let \( x \) be any point in \( \mathbb{V}(1) \) and define

\[
m_{1} = \left(m_{1}, \ldots, m_{r}\right)^{T}, m_{i} = \begin{cases} 
0, & \text{if } \nabla v(x)p_i(x)g_i(x_{k_i}) \geq 0 \\
1, & \text{otherwise}.
\end{cases}
\]

From \( t_{i,1}(x) \) \( \leq 0 \) it follows that \( x_{k_i} \in \left[c_{i_{\max}}, c_{i_{\min}}\right] \). Moreover, because \( s_{1,i}(x) > 0 \) and \( s_{1,\hat{n},i}(x) > 0 \), from \( t_{i,1}(x) \) \( \leq 0 \), we have

\[
0 > \nabla v(x) \left( f(x) + \sum_{i=1}^{r} p_i(x)\mu_i(x_{k_i}) \right) + s_{1,n}(x)(1 - v(x)) + \sum_{i=1}^{r} (\theta_i n_i)
\]

\[
+ \sum_{i=1}^{r} (\theta_i n_i)(1 - n_i) s_{1,n,i}(x)\nabla v(x)p_i(x)g_i(x_{k_i}),
\]

\[
(22)
\]

that is \( v(x) < 0 \). Following the remaining proof of Theorem 1, we conclude that \( \zeta \geq \sigma \).

Theorem 2 provides a sufficient condition for computing an upper bound of \( \sigma \) through BMI optimizations in spite of the presence of nonpolynomial terms in (1). This is made possible by taking into account the worst case remainder of the truncated Taylor expansion in the time-derivative of \( v(x) \). In particular, the unitary sublevel set \( \mathbb{V}(1) \) is constrained within the set

\[
C = \{x \in \mathbb{R}^n : x_{k_i} \in [c_{i_{\min}}, c_{i_{\max}}], i = 1, \ldots, r\} \quad (22)
\]

in the polynomials \( t_{1,m}(x) \), can be compensated by increasing the degree \( \beta_i \) of the truncated Taylor expansion, which makes this term convergent to zero.

IV. SYNTHESIS AND TIGHTNESS PROBLEMS

Let us consider first problem P2. In order to simplify the description, we assume the following:

A3) the linearized system can be asymptotically stabilized through a static output feedback, i.e., there exists \( K \in \mathbb{R}^{n \times m} \) such that

\[
A + BK \quad \text{is Hurwitz where } A, B, C \text{ are as in (10)}.
\]

Let us express the controller \( k(y) \) in the class \( \mathcal{K} \) in (3) as

\[
k(y) = \xi y \quad (24)
\]

where \( \delta_k \) is the degree of the controller, and \( \xi \in \mathbb{R}^{\omega(k)} \) is the coefficient vector to be determined. Because the state updating law depends linearly on the input, one can exploit the condition derived in Theorem 2 by letting the vector \( \xi \) vary together with the other variables of the optimization (20). In particular, this can be done by adding \( t_{1,m}(x) \) to \( t_{1,m}(x) \), where

\[
t_{1,i}(x) = \nabla v(x)q_i(x)\xi y \quad (25)
\]

Then, in order to take into account the presence of the input in the cost signal \( z \), we introduce for \( i = 1, \ldots, m_{1} \)

\[
t_{i}(x) = I_{i} \left( (h(x))^{\omega(h)} \right) - \zeta + s_{i,1}(x)(1 - v(x)).
\]

In order to take into account the time-domain constraint on the signal \( w \), we also define the polynomials \( t_{1}, t_{j,1}, s_{j,1}, s_{j,2} \), for \( j = 6, 7 \) analogous to those for \( j = 3, 5 \) for the cost signal \( z \) by replacing \( q_{i,j}, t_{i,j}, s_{i,j}, w_{0} \), respectively.

Theorem 3: Let \( \zeta > 0 \) be a given real scalar, and let \( 2\delta \) be the chosen degree of \( v(x) \). Let \( T_{1,i}(V, \xi), S_{1}, T_{j,i}(V, S_{1}, \alpha_{1,i}), T_{j,i}(V, S_{1}, \alpha_{1,i}), T_{j,1}(V, S_{1}, \alpha_{1,i}), T_{j,2}(V, S_{1}, \alpha_{1,i}) \) be SMR matrices of the polynomials

\[
t_{1,i}(x), s_{j,1}, s_{j,2}, s_{j,2}(x), t_{j,1}(x), t_{j,2}(x), \text{respectively, with } T_{1,i}(V, \xi)
\]
defined with respect to the extended vector function for defining $T_i(V, S_i, \alpha_i)$. Define

$$\lambda^* = \sup_{x \in \mathbb{R}^n} \lambda \text{ s.t. (28)}$$

(27)

where $T_i(V, S_i, \alpha_i)$ is the inequality corresponding to $T_i$.

This can be trivially done if the dimension of $T_i$ is $\leq 1$.

If $\lambda^* \geq 0$, then $\lambda \geq \lambda^*$. 

**Proof.** It is analogous to the proof of Theorem 2 by observing that (28) implies $t_{i\alpha}(x) \leq t_{i\alpha}(x)$. Hence, we have $\lambda = \sup_{x \in \mathbb{R}^n} \lambda \in \mathbb{R}^n$.

(29)

and $x_{R}(t)$ is the solution of the system

$$x_{R}(t) = -f(x_{R}(t)) - \varphi(x_{R}(t))$$

(30)

Proof: “⇐” Suppose that $x_{R}(t) \in \mathbb{R}^n$ and $\varphi(x_{R}(t)) \in \mathbb{R}^n$. Then, because the system (31) evolves reversely with respect to the system (1), it follows that by initializing (1) with $x_{R}(t) = x_{R}(t)$, we have that $x_{R}(t) = x_{R}(t)$. Because $x_{R}(t) \in \mathbb{R}^n$, it follows from the definition of $\varphi$ in (6) that $\varphi(x_{R}(t)) \leq \lambda$. On the other hand, $\lambda = \sup_{x \in \mathbb{R}^n} \lambda = \sup_{x \in \mathbb{R}^n} \lambda = \sup_{x \in \mathbb{R}^n} \lambda = \sup_{x \in \mathbb{R}^n} \lambda$ because $x_{R}(t) \in \mathbb{R}^n$, and hence $\lambda \geq \lambda$. However, $\lambda \geq \lambda$. Therefore, $\lambda \geq \lambda$.

**“⇐”** Suppose that $\lambda \geq \lambda$. From the definition of $\lambda$ in (6) and because $\lambda \leq \lambda$, it follows that $\lambda = \lambda$. Suppose that $\lambda \neq \lambda$. For contradiction, the system (1) does not belong to $\mathbb{R}^n$. Then, this implies either that $v_{R}(x_{R}(t)) > 1$ or that $v_{R}(x_{R}(t)) < 1$. However, the former implies that $x_{R}(t)$ lies outside an invariant set containing the initial condition $x_{R}(t) \in \mathbb{R}^n$, and the second implies that $v_{R}(x_{R}(t))$ is not included in $\mathbb{R}^n$ as ensured by the third inequality in (15). Hence, both hypotheses are impossible and hence $x_{R}(t) \in \partial \mathbb{R}^n$. Therefore, $x_{R}(t) \in \mathbb{T}$. Then, by initializing the reverse system (31) with $x_{R}(t) = x_{R}(t)$, we obtain that $x_{R}(t) = x_{R}(t) \in \mathbb{A}$, which concludes the proof.

□

The condition of Theorem 4 can be checked in two steps: 1) computing $\mathbb{T}$, which is the intersection of the boundaries of $\mathbb{V}_{2\epsilon}(x)$ and $\mathbb{Q}(\omega_{x})$, and 2) computing the trajectories of the reverse system (31) initialized with the points in $\mathbb{T}$ and checking if at least one of these trajectories intersects $\mathbb{A}$. Observe that $\mathbb{T}$ is composed by a finite number of points, typically one, being the intersection of two tangent surfaces. The set $\mathbb{T}$ can be found by solving

$$v_{R}(x) \mid_{\mathbb{T}} = 0 \quad \text{and} \quad q_{R}(x) \mid_{\mathbb{T}} = 0.$$  

(32)

However, solving the system (32) can be a difficult task because it is a nonlinear system.

**Theorem 5:** Define

$$M_i = T_{3,i}(V_{2\epsilon}, \omega_{x,i}, \omega_{x,i}) \quad i = 1, \ldots, n_{\omega}$$

where $\omega_{x,i}$ and $\omega_{x,i}$ are the found optimal values of $\omega_{x,i}$ and $\omega_{x,i}$. Then

$$T = \{ x \in \mathbb{R}^n : x \text{ satisfies (32)} \}$$

(34)

and

$$M_i = \{ x \in \mathbb{R}^n : x^{(i)} \in \ker(M_i) \}.$$  

(35)

Proof: Consider $x \in \mathbb{T}$. Because $x$ satisfies (32), there exists $j$ such that $x_{j}(x) = 0$. Now, from (21), it follows that $M_j \leq 0$. Hence $0 = t_{i\alpha}(x) = x_{j}(x) + f(x_{j}(x)) = x_{j}(x) + f(x_{j}(x)) = x_{j}(x) + f(x_{j}(x)) = x_{j}(x) + f(x_{j}(x)) = x_{j}(x) + f(x_{j}(x)) = x_{j}(x) + f(x_{j}(x)) = x_{j}(x) + f(x_{j}(x)) = x_{j}(x) + f(x_{j}(x)) = \epsilon^{(i)}$$

(37)

whose trajectories are shown in Fig. 1(a). We consider the following synthesis problem:

$$\arg \min_{u(t) = k(x(t))} \sup_{x \in \mathbb{R}^n} \| x(t) \|_{\infty}.$$  

(38)
Fig. 1. Example 1. (a) Uncontrolled system trajectories starting in the set of initial conditions \( \mathcal{A} \), (b) System controlled with \( u = k_{\theta_{i}} \theta_{b} \); the trajectories are confined in the unitary sublevel set \( \mathcal{V} \) (dashed curve) included in the region \( \{ x : ||x||_{\infty} < \xi \} \) (box). The trajectory \( x_{R}(t) \) intersects \( \mathcal{A} \), which means that \( \xi \) is tight.

### Table I

**Example 1: Upper Bounds \( \xi_{k_{\theta_{i}} \theta_{b}} \) Computed Through Simple V-S Iterations**

<table>
<thead>
<tr>
<th>( 2 \delta_{v} )</th>
<th>( \delta_{b} )</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( k_{\theta_{i}} \theta_{b} )</td>
<td>( \infty )</td>
<td>( \infty )</td>
<td>( \infty )</td>
<td></td>
</tr>
<tr>
<td>( k_{\theta_{i}} \theta_{b} )</td>
<td>2</td>
<td>2.727</td>
<td>2.687</td>
<td></td>
</tr>
<tr>
<td>( k_{\theta_{i}} \theta_{b} )</td>
<td>4</td>
<td>2.463</td>
<td>2.191</td>
<td></td>
</tr>
</tbody>
</table>

This problem can be reformulated as in (7) with

\[
\begin{align*}
\mathbf{f}(x) &= \begin{bmatrix} 0.2 + x_{2} + 0.2x_{1}^{2}x_{2} \\ -1.5x_{1} - 2x_{2} - 1.2x_{2}^{2} \end{bmatrix}, \\
\mathbf{h}(x) &= \begin{bmatrix} 0 \\ 1 \end{bmatrix}, \\
\mathbf{a}_{1} &= 4 - x_{1}^{2} - x_{2}^{2}, \\
\mathbf{w} &= \begin{bmatrix} u, -u \end{bmatrix}, \\
\mathbf{v} &= \begin{bmatrix} 1, 0 \end{bmatrix}.
\end{align*}
\]

Let us use Theorem 3. We express \( \varphi(x) \) as in (16) and (17) with \( \beta_{1} = 4 \) obtaining

\[
\begin{align*}
\varphi(x) &= p_{1}(x)\psi_{1}(x_{1}) = [-0.2, 0]' \\
\psi_{1}(x_{1}) &= e^{x_{1}} \\
\mu_{1}(x_{1}) &= 4 \frac{x_{1}^{2}}{T} g_{1}(x_{1}) = \frac{x_{1}^{2}}{T} \theta_{1}(b_{1}) = e^{x_{1}}.
\end{align*}
\]

The bounds for the remainder \( \theta_{1}(b_{1}) \) are derived as in (19) with the choice \( \epsilon_{1_{\text{min}}} = -\zeta \) and \( \epsilon_{1_{\text{max}}} = \zeta \) (where \( \zeta \) is the candidate upper bound) obtaining \( \theta_{1,0} = e^{\zeta} \) and \( \theta_{1,1} = e^{-\zeta} \). Table I shows the upper bounds \( \xi_{k_{\theta_{i}} \theta_{b}} \theta_{b} \) computed through simple V-S iterations. The controller corresponding to \( \xi_{k_{\theta_{i}} \theta_{b}} \theta_{b} \) is \( k_{\theta_{i}}(y) = 0.900y + 0.918y^{2} - 0.184y^{3} \).

Let us consider the problem of establishing if the upper bound \( \xi_{k_{\theta_{i}} \theta_{b}} \theta_{b} \) is tight for the system controlled with \( u = k_{\theta_{i}} \theta_{b} \). This can be done by using Theorems 4 and 5. We have that \( \text{ker}(M_{1}) = \emptyset \) and \( \text{ker}(M_{2}) \) is a linear space of dimension one. There exists only \( \bar{x} = [-0.665, -2.191]' \) such that \( \bar{x}^{[3]} = d \) and hence \( M_{2} = \{ \bar{x} \} \).

From (34), one obtains that \( \mathcal{T} = \{ \bar{x} \} \). The trajectory \( x_{R}(t) \) of (31) with initial condition \( x_{R_{\text{init}}} = \bar{x} \) intersects \( \mathcal{A} \) in \( x_{R}(\bar{t}) \) as shown in Fig. 1(b). Therefore, the upper bound is tight.

### Example 2

Consider the inverted pendulum controlled with a DC motor in Fig. 2(a)

\[
\begin{align*}
\dot{x}_{1} &= x_{2} \\
\dot{x}_{2} &= (I + m L^{2})^{-1}(-k_{x} x_{2} + K_{x} x_{3} + m g L \sin x_{1}) \\
\dot{x}_{3} &= L_{r}^{-1}(K_{x} x_{2} - R_{x} x_{3} + u) \\
y &= x_{1}
\end{align*}
\]

where \( x_{1} \) is the angle, \( x_{2} \) is the angular speed, \( x_{3} \) is the armature current, \( u \) is the input voltage, \( b = 0.5 \) J-s×rad⁻¹ is the viscous friction coefficient, \( I = 0.03 \) kg×m² is the moment of inertia of the pole, \( m = 0.1 \) kg is the mass of the pole, \( L = 0.5 \) m is the distance from the center of gravity to the pivot, \( K_{r} = 1 \) J-A⁻¹ is the torque constant, \( K_{e} = 0.01 \) V-s×rad⁻¹ is the electric constant, \( L_{r} = 0.001 \) H is the inductance, \( R_{a} = 0.1 \) Ohm is the resistance, and \( g \) is the gravitational constant. We consider the synthesis problem

\[
\begin{align*}
\arg\min_{u} \sup_{x_{\text{init}}(\in \mathcal{A}, t \in [0, \infty))} & \| u(t) \| \\
\mathcal{A} &= \left\{ x : \frac{x_{1}^{2}}{T} + \frac{x_{2}^{2}}{0.1} + \frac{x_{3}^{2}}{0.1} \leq 1 \right\}.
\end{align*}
\]

Let us express \( \psi_{1}(x_{1}) = \sin x_{1} \) as in (17) with \( \beta_{1} = 4 \) obtaining

\[
\begin{align*}
\mu_{1}(x_{1}) &= x_{1} - \frac{x_{1}^{2}}{3T} \theta_{1}(b_{1}) = \frac{x_{1}}{T} \theta_{1}(b_{1}) = \cos b_{1}.
\end{align*}
\]

The bounds in (19) for the remainder \( \theta_{1}(b_{1}) \) are simply selected as \( \theta_{1,0} = 1 \) and \( \theta_{1,1} = -1 \). In order to initialize our procedure, we observe that the linearized system can be stabilized by \( u = k_{\text{in}} \theta_{b} \) with \( k_{\text{in}} \in (-0.54, -0.049) \) and select, for example, \( K = -1 \). Table II(a) shows the upper bounds \( \xi_{k_{\theta_{i}} \theta_{b}} \theta_{b} \) computed again through V-S iterations. The controller corresponding to \( \xi_{k_{\theta_{i}} \theta_{b}} \theta_{b} \) is \( k_{\theta_{i}}(y) = -0.0490y + 0.0071y^{3} \) whose performance is illustrated in Fig. 2(b) and (c).

Let us observe from Fig. 2(c) that the convergence can be quite slow. This happens because the linearized controlled system is almost marginally stable only. In order to cope with this problem, we can repeat the procedure by imposing that the maximum real part of the eigenvalues of the linearized controlled system is less than a negative value, for example, \(-0.4\). From standard root locus investigation, this is equivalent to adding the LMIs \( \xi_{1} > -5.977 \) and \( \xi_{1} < -0.072 \) in the optimization, where \( \xi_{1} \) is the coefficient of the linear term of the controller. Table II(b) shows the obtained upper bounds, and Fig. 2(d) shows the corresponding performance. Observe that the convergence
Fig. 2. Example 2. (a) Inverted pendulum controlled with a DC motor. (b) Trajectories starting in $\mathcal{A}$ with $u = k_{4.46}(y)$. (c) Control input with $u = k_{4.46}(y)$. (d) Control input achieved by constraining the linear term of the controller.

**TABLE II**

<table>
<thead>
<tr>
<th>Example 2: Upper Bounds $\mathcal{O}(\delta_k,\dot{\delta}_k)$ Obtained With (A) Unconstrained and (B) Constrained Controller Linear Term</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\dot{\delta}_k$</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>4</td>
</tr>
</tbody>
</table>

is much faster, clearly at the expense of a larger amplitude of the control signal.

**VI. CONCLUSION**

The problem of computing extremal values of the trajectories over a given set of initial conditions and the problem of computing output controllers minimizing these extremal values under time-domain constraints have been addressed for polynomial and nonpolynomial systems. It has been shown that an upper bound of the sought extremal values as well as candidates of the sought controllers can be found by solving a one-parameter sequence of BMI optimizations, which can be approached through either recently developed software or simple iterative convex LMI optimizations. Because the found upper bound may be conservative due to the nonconvexity of BMI optimizations and the chosen degree of the Lyapunov function, a necessary and sufficient condition has been proposed for the analysis part to establish the tightness of this upper bound in spite of all these sources of conservatism.
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