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An attempt is made in this study to estimate the noise level present in a chaotic time series. This is achieved by employing a linear least-squares method that is based on the correlation integral form obtained by Diks in 1999. The effectiveness of the method is demonstrated using five artificial chaotic time series, the Hénon map, the Lorenz equation, the Duffing equation, the Rossler equation and the Chua’s circuit whose dynamical characteristics are known a priori. Different levels of noise are added to the artificial chaotic time series and the estimated results indicate good performance of the proposed method. Finally, the proposed method is applied to estimate the noise level present in some real world data sets. © 2008 American Institute of Physics. [DOI: 10.1063/1.2903757]

Almost all types of observed time series are contaminated with noise which may arise from a number of sources such as measurement errors, human errors, and transcribing errors. For many types of time series analysis, it is ideal, and sometimes necessary, to have data that are noise free. This is particularly so in the case of nonlinear time series, which have signatures of chaotic dynamics, because the techniques of analysis and prediction have been developed under the assumption that the series are noise free. In this paper, the authors present a method of estimating the noise level in a deterministic time series using a linear least-squares method. The method has been verified using known chaotic time series, and applied to some real world data series.

I. INTRODUCTION

Almost all types of observed time series are contaminated with noise which may arise from a number of sources such as measurement errors, human errors, and transcribing errors. For many types of time series analysis, it is ideal, and sometimes necessary, to have data which are noise free. This is particularly so in the case of nonlinear time series, which have signatures of chaotic dynamics, because the techniques of analysis and prediction have been developed under the assumption that the series are noise free. The presence of noise may limit the performance of the techniques of identification, estimation of invariant measures, model selection, and prediction of deterministic dynamical systems. For example, the presence of noise in the time series can destroy the self-similarity of the attractor, may distort the phase-space reconstruction and result in the prediction errors be bounded from below regardless of the prediction method used.

Because of the potential problems that could be encountered in the analysis and prediction processes, and the fact that noise is inherently present in almost all observational time series, the question of dealing with noise has attracted the attention of many investigators from different disciplines (Schreiber 1993a, 1993b; Diks 1999; Kantz and Schreiber 1997; Oltmans and Verheijen 1997; Jayawardena and Gurung 2000; among others). Attempts have been made to deal with the problem by noise reduction methods (e.g., Schreiber 1993b; Schreiber and Grassberger 1991; Grassberger et al. 1993), as well as by modifying the scaling law (Schouten et al. 1994). The verification of such methods can be carried out only for series in which the clean signal is known a priori. For practical time series, such methods are therefore not very useful. Alternatively, methods for determining the noise level have been proposed by Schreiber (1993a), Oltmans and Verheijen (1997), and Diks (1999), but their application is extremely difficult except in the limiting situations.

In this paper, the authors present a method of estimating the noise level in a deterministic time series using a linear least-squares method. The method is based on the correlation integral form obtained by Diks (1999) coupled with the special property of Kummer’s confluent hypergeometric function. It is tested with five mathematical series, which are known to become chaotic under certain parameter conditions: the Hénon map, the Lorenz equation, the Duffing equation, the Rossler equation and the Chua’s circuit. The tests show consistent satisfactory results. It is then applied to three real-world data series: the southern oscillation index (SOI), eastern equatorial Pacific sea surface temperature anomaly index (SSTA), and the normalized Darwin–Tahiti mean sea level pressure differences.

II. CORRELATION INTEGRAL

The first step in treating a time series as chaotic is to diagnose the system; i.e., to determine whether the time series is driven by a low dimensional deterministic system. It can be done by computing several invariant measures, such as the fractal dimension, the correlation dimension, the
Lyapunov exponent, and the Kolmogorov entropy among others. Of these, the correlation dimension plays a significant role in identifying the system as well as for prediction of the future states of the system. For a deterministic time series generated by a dynamical system, the correlation integral \( C_m(r) \), for small \( r \) and large \( m \), is given by the scaling relationship,

\[
C_m(r) \sim e^{-m^\tau K D},
\]

(1)

where \( r \) is the radius, \( m \) is the embedding dimension, \( \tau \) is the time delay, \( D \) is the correlation dimension, and \( K \) is the correlation entropy per time unit, or simply correlation entropy. The correlation dimension and the correlation entropy can respectively be interpreted as an approximate measure of the number of degrees of freedom, and a measure of the rate \((T^1)\) at which initially nearby orbits diverge.

The standard method of calculating the correlation integral is by the correlation sum method [Grassberger and Procaccia (1983a, 1983b)], as defined below:

\[
C_m(r) = \frac{1}{N(N-1)} \sum_{i=1}^{N-1} \sum_{j=1, i \neq j}^{N} H(r - \|Y_i - Y_j\|),
\]

(2)

where \( H \) is the Heaviside step function with \( H(u) = 1 \) for \( u > 0 \), and \( H(u) = 0 \) for \( u \leq 0 \); \( N \) is the number of points in the vector time series, \( Y_i, Y_j \) are points in the reconstructed phase space; \( r \) is the radius of sphere centered on either of the points \( Y_i \) or \( Y_j \). A point in the phase space is defined as

\[
Y(t) = (x(t), x(t-\tau), \ldots, x(t-(m-1)\tau)),
\]

(3)

where \( x(t), 1 \leq t \leq N \) is a chaotic time series embedded in the reconstructed phase space of dimension \( m \) and time delay \( \tau \). The norm \( \|Y_i - Y_j\| \) may be any one of the three usual norms, the maximum norm, the diamond norm, or the Euclidean norm. Correlation integrals are calculated for a series of embedding dimensions.

Equation (2), as well as other methods, is generally applicable to noise free time series. The presence of noise (dynamical and observational) strongly affects the correlation integral and the results may become distorted or even completely wrong. Several authors (for example, Ott and Hanson 1981; Ott et al. 1985; Smith 1992; Schreiber 1993a; Kantz and Schreiber 1997; Oltmans and Verheijen 1997; Diks 1999) have addressed the problem resulting from the presence of noise but it still remains a topic of current research interest.

A notable contribution on this topic is that of Schreiber (1993a), who obtained the following approximate formula based on the maximum norm for the correlation integral for a time series contaminated with Gaussian noise:

\[
\frac{d[\ln(C_m(r))]}{d[\ln(r)\square]} = \frac{d[\ln(C_0(r))]}{d[\ln(r)\square]} + \frac{r \exp(-r^2/4\sigma^2)}{\sigma \sqrt{\pi} \text{erf}(r/2\sigma)},
\]

(4)

where \( \sigma \) is the standard deviation of the Gaussian distribution, i.e., the noise level of the time series, and “erf” refers to the error function.

A more simple form for the correlation integral has been obtained by Schouten et al. (1994) also based on the maximum norm. Using an upper bound of radius \( r \) as \( r_0 \), and \( \delta \) as the maximum noise amplitude, they obtained the correlation integral as

\[
C_m(r) = \left[ \frac{r - \delta}{r_0 - \delta} \right]^d, \quad \text{for} \quad \delta \leq r \leq r_0.
\]

(5)

Subsequently, Diks (1999) derived the following expression for the correlation integral in the presence of noise when \( C_m(r) \) is based on Euclidean norm:

\[
C_m(r) = \frac{\phi e^{-m^\tau K m^{D/2}} 2^{-m^\tau K m} m^j}{\Gamma(m/2 + 1)} M \left( \frac{m - D}{2}, \frac{m}{2}, 1, - \frac{r^2}{4\sigma^2} \right).
\]

(6)

Diks’ (1999) derivation is based on the closed form expression for the correlation integral in the presence of Gaussian noise obtained by Smith (1992) under the assumption that the clean attractor underlying the noisy data has an integer-valued dimension \( D \), and a similar expression obtained by Oltmans and Verheijen (1997) under general conditions.

In Eq. (6), \( \phi \) is a constant and \( M \) is Kummer’s confluent hypergeometric function, which has the following integral representation:

\[
M(a,b,z) = \frac{\Gamma(b)}{\Gamma(a)\Gamma(b-a)} \int_0^1 t^{a-1}(1-t)^{b-a-1}dt.
\]

(7)

Using Eqs. (6) and (7), the correlation dimension and noise level for the time series can be estimated by a nonlinear least-squares method, at least in theory. However, because of the strong nonlinearity in the equations, it is difficult in practice.

### III. NOISE LEVEL ESTIMATION

To overcome the difficulties involved in nonlinear least-squares method, a new method that employs a least-squares estimation procedure is introduced to estimate the correlation dimension and the noise level. Starting from Eqs. (6) and (7), a relationship linking the correlation dimension \( D \), the correlation sum \( C_m(r) \) with respect to \( r \), and the noise level \( \sigma \) can be shown to be (see Appendix A for detailed derivation)

\[
D + 2 \left[ \frac{m - d[\ln(C_m(r))]}{d[\ln(r)\square]} - \frac{d^2[\ln(C_m(r))]}{d[\ln(r)\square]^2} \right] \frac{(d[\ln(C_m(r))] d[\ln(r)])}{d[\ln(r)\square]} \right]^2 \frac{\sigma^2}{r^2} - \frac{d[\ln(C_m(r))]}{d[\ln(r)\square]}.\]

(8)

In this equation, the correlation dimension is linear with respect to \( \sigma^2 \). By substituting \( \sigma^2 = 0 \) in Eq. (8), the correlation dimension for noise free chaotic data can be obtained as

\[
D = \frac{d[\ln(C_m(r))]}{d[\ln(r)\square]},
\]

(9a)

and, for noisy data, as \( r \to 0 \), as (see Appendix B for proof)

\[
\lim_{r \to 0} \frac{d[\ln(C_m(r))]}{d[\ln(r)\square]} = m.
\]

(9b)

Equation (8) can be rewritten in the form
\[ y = D + 2\sigma^2 x, \quad \text{(10a)} \]

where

\[ y = \frac{d[\ln C_m(r)]}{d[\ln r]}, \quad \text{(10b)} \]

\[
x_n = \frac{(m-1)\Delta r(c_n - c_{n-1}) - r_n(c_n - 2c_n + c_{n+1}) - r_n(c_n - c_{n-1})^2}{r_n(\Delta r)^2}
\]

for \( r_{n+1} - r_n = \Delta r; c_n = \ln C_m(r_n), \ r_n, \ 1 \leq n \leq L, \) a given radius, and \( L, \) the number of test values of the radius \( r. \)

The least-squares estimates of the noise level and the correlation dimension can then be shown to be

\[
\hat{\sigma}^2 = \frac{\sum_{m=2}^{L-2}(y_{n+1} - y_n)(y_{n+1} - y_n)}{2\sum_{m=2}^{L-2}(y_{n+1} - y_n)^2},
\]

and

\[
\hat{D} = \frac{1}{L-2} \sum_{n=2}^{L-1} \frac{(y_n - 2\hat{\sigma}^2 x_n)}{L-2}.
\]

### IV. APPLICATION, RESULTS, AND DISCUSSION

The proposed approach is verified by using it to estimate the noise level of the following time series that are known to become chaotic under certain parameter and initial conditions, when known levels of noise are added.

**Hénon map**: The Hénon map (Hénon 1976) is given as

\[ x_{n+1} = 1 - ax_n^2 + bx_{n-1} + n_n, \quad \text{(13)} \]

where \( n_n \) is a noise term and \( a \) and \( b \) are parameters. It has a chaotic attractor when \( a = 1.4 \) and \( b = 0.3 \) without noise.

**Lorenz map**: The Lorenz map (Lorenz 1963) is defined as

\[
\frac{dx}{dt} = \sigma(y - x),
\]

\[
\frac{dy}{dt} = -xz + rx - y,
\]

\[
\frac{dz}{dt} = xy - bz.
\]

It becomes chaotic for \( \sigma = 10, \ r = 28, \) and \( b = 8/3. \)

**Duffing equation**: The Duffing equation (Ueda 1979) is defined as

\[
\frac{dx}{dt} = (1 - K - e_0 K)y - (1 + e_r) x + e_r z,
\]

\[
\frac{dy}{dt} = x + (K - 2)y,
\]

\[
\frac{dz}{dt} = e_r (x + Ky - z) - \alpha_3 z - \alpha_2 (|z + 1| - |z - 1|),
\]

and it becomes chaotic for \( K = 3.25, \ e_r = 1/6, \ e_r = 0.06, \ \alpha_1 = 0.8, \) and \( \alpha_3 = 0.5. \)

The \( x_n \) values of the Hénon map are generated using Eq. (13) with \( x_0 = 0.3, \ x_1 = 1.2 \) and assuming \( n_n \) to be white noise \( (n_n \sim N(0, \sigma)) \) for \( 1 \leq n \leq 10000. \) To ensure that the values of the time series are in the chaotic attractor, the first half of the generated series is discarded and a new series is formed using \( s_n = x_{nN}, 1 \leq n \leq 5000 \) with \( N = 5000. \) Equations
(14)–(17) have multiaspacial dimensions, and are solved numerically using the fourth-order Runge–Kutta method with a time step of 0.02 and initial conditions of

\[ x_0 = 12.5, \quad y_0 = 2.5, \quad \text{and} \quad z_0 = 1.5 \quad \text{for Eq. (14)}, \]
\[ x_0 = 0.1, \quad y_0 = 0.1 \quad \text{for Eq. (15)}, \]
\[ x_0 = 0.1, \quad y_0 = 0.1 \quad \text{and} \quad z_0 = 0.1 \quad \text{for Eq. (16), and} \]
\[ x_0 = 0.1, \quad y_0 = 0.1 \quad \text{and} \quad z_0 = 0.1 \quad \text{for Eq. (17)}. \]

After obtaining the \( x \) component for each of the above equations [Eqs. (14)–(17)] for \( x(t), 0 \leq t \leq 2000 \) (a total of \((2000/0.02=100 \text{,}000)\) values will be generated), the discrete time series for subsequent analysis is obtained using the following equation and with a sampling interval of 10:

\[ s_n = x(0.2n), \quad n > 0. \quad (18) \]

(Note that sampling interval \( \times \) time step = 0.2.)

As before, out of the 10,000 values of the discrete time series \( s_n \), only the second half is considered for further analysis. If different sampling intervals are used, different time series will be generated.

In order to embed the above time series into the phase space, the time delay and the embedding dimension must be given. For convenience, a time delay of unity is assumed for all the time series. A better choice for the embedding dimension is that in accordance with the embedding theorem of Takens (1981), which states that a \( D \)-dimensional attractor can be embedded into a \((2D+1)\)-dimensional phase space, although other values could also be used. In this study, embedding dimensions of 5 and 7, respectively, are used for the Hénon series and other remaining series. Other values of embedding dimensions also lead to similar results.

Although the noise levels \( \sigma \) added to the artificial data sets generated by the above systems are known, the actual noise levels for the noisy data would be somewhat different. In this paper, the actual noise level is calculated as follows:

\[ \sigma_{\text{Actual}} = \sqrt{\frac{1}{N-1} \sum_{i=1}^{N} (s_i - \bar{s})^2}, \quad (19) \]

where \( N \) is the sample number, and \( \{s_i, 1 \leq i \leq N\} \) and \( \{\bar{s}, 1 \leq i \leq N\} \) are the noisy and clean data, respectively.

Figures 1–3, respectively, show the plots of \( \ln(C_m(r)) \) versus \( \ln(r) \), the corresponding plots of \( d[\ln(C_m(r))] / d[\ln(r)] \) versus \( \ln(r) \) and \( y \) versus \( x \) for all the data sets used in this study. The first five sets in each figure correspond to Hénon, Lorenz, Duffing, Rossler, and Chua series, for some selected values of added \( \sigma \) (The last three sets correspond to the real data sets). For the theoretical data sets, the relationships of \( \ln(C_m(r)) \) versus \( \ln(r) \) are linear (or very near linear) when the data are noise free. They also show that the deviation from linearity increases as the noise level increases. The relationships \( d[\ln(C_m(r))] / d[\ln(r)] \) versus \( \ln(r) \), show that the gradients of \( \ln(C_m(r)) \) versus \( \ln(r) \) plots are independent (or almost independent) of \( \ln(r) \) for clean data (except for Duffing data, which give a slight deviation from the rest), whereas some scaling regions where the variations are smooth can be identified for noisy data. These scaling regions are different for different values of added noise levels. They would provide more precise information for the correlation integral, and, could therefore be used to estimate the noise level.

The \( (x, y) \) plots (Fig. 3) for Hénon, Lorenz, Duffing, Rossler, and Chua series in the neighborhood of the scaling regions for selected values of the added noise level \( \sigma \) show that all the plots are concentrated around straight lines whose slopes enable the estimation of the noise levels. It can also be seen that the points are closer to the straight lines for lower values of \( \sigma \) and the spread increases as the noise level increases. Table I gives the comparisons of the added, actual and estimated noise levels by the proposal method and by Schreiber’s method (Schreiber 1993a) together with the differences in the estimates of noise level by the proposed method and the added noise level, the differences between the noise levels estimated by Schreiber’s method and the added noise level, the differences between the noise levels estimated by the proposed method and the actual noise level, and the differences in the noise levels estimated by Schreiber’s method and the actual noise level. For almost all the results (13 out of 15 cases for the actual noise levels and the added noise levels), the comparisons consistently show that the noise levels estimated by the proposed method are closer to both the added noise levels and the actual noise levels [Eq. (19)] than those estimated by Schreiber’s method. The corresponding standard errors between estimated and added (or actual) noise are given in Table II, which also consistently shows that the standard errors for the added and actual noise are always lower by the proposed method than those by Schreiber’s method. The standard errors should however be interpreted with caution because the sample size is only 3. In fact they are slightly more closer to the actual noise levels than to the added noise levels. It should also be noted that the proposed method has the advantage that it is linear, whereas Schreiber’s method is nonlinear.

The estimation of \( (x_n, y_n) \) in Eqs. (10d) and (10e) depends heavily on \( C_m(r) \), which in turn depends on \( r \), that should not be too small or too large. Although the curves of \( d[\ln(C_m(r))] / d[\ln(r)] \) versus \( \ln(r) \) look noisy, there still exist some intervals where the slope change is relatively smooth. Such intervals (for \( r = 0.1\text{–}0.3 \)) are used for the calculation of \( (x_n, y_n) \). The noise levels added are not insignificant (signal-to-noise ratio ranging from about 11 to 28), but not large enough to overshadow the signal.

The last three sets of graphs in Figs. 1–3 correspond to three real-world time series, all of which are related to a phenomenon known as El Nino and Southern Oscillation (ENSO), which leads to abnormal weather patterns around the globe. The occurrence of ENSO is characterized by two indices known, respectively, as the southern oscillation index (SOI), which is a normalized Darwin–Tahiti sea level pressure difference, and the eastern equatorial Pacific sea surface temperature anomaly (SSTA) index. Sustained negative values of SOI are accompanied by weak Pacific trade winds, reduced rainfall over eastern and northern Australia, and warming of the central and eastern tropical Pacific oceans. On the other hand, sustained positive values bring about
strong Pacific trade winds, wetter than normal rainfalls in eastern and northern Australia, and cooler sea surface temperatures in central and eastern Pacific oceans. Sustained negative values of SOI correspond to El Nino events whereas sustained positive values correspond to La Nina events. The second index, SSTA, averaged over the region 6N–6S°, 180–90W° is also called the cold tongue index, and is widely used to describe the occurrence of El Nino and La Nina. The third data set used is another version of the normalized Darwin–Tahiti sea level pressure difference but used to characterize the same phenomenon. The differences in the three data sets arise from the way they are averaged, normalized and the periods of record. SOI data are for the period January 1876 to December 2006, SSTA for the period January 1893 to December 1998 and the last data set for the period from January 1876 to December 1998. All data sets are given as monthly averaged values and are available in public domains in a number of web sites (see, e.g., http://www.bom.gov.au).

FIG. 1. Plots of $\ln(C(r))$ vs $\ln(r)$ for all the data sets used in this study. The first five sets correspond to Hénon, Lorenz, Duffing, Rossler, and Chua series for some selected values of added noise; the last three sets correspond to three real-world time series.
The noise levels for the SOI, sea surface temperature anomaly index, and the sea level pressure differences are, respectively, 1.21, 3.13, and 1.26, and the corresponding correlation dimensions are 0.8015, 0.4575, and 0.9926. Although these results cannot be verified, it is reasonable to expect them to be acceptable since the method has been extensively verified using several examples.

V. CONCLUDING REMARKS

In this study, a method of estimating the noise level present in a chaotic time series is proposed by employing the linear least-squares method. This is an improvement over previous methods of estimating the noise level all of which use the nonlinear least squares method. In the present method, a linear form connecting the correlation sum, the

FIG. 2. Plots of $d[\ln(C(r))] / d[\ln(r)]$ vs $\ln(r)$ for all the data sets used in this study. The first five sets correspond to Henon, Lorenz, Duffing, Rossler, and Chua series for some selected values of added noise; the last three sets correspond to three real-world time series.
noise level and the correlation dimension is obtained. It is easier to apply and is expected to lead to less computing error compared to a nonlinear method. The method is verified using some artificial chaotic time series generated by Hénon map, Lorenz equation, Duffing’s equation, Rossler equation, and Chua’s equation with added Gaussian noise. The numerical results consistently show that the proposal method give better estimates of the noise level for these chaotic time series than those obtained by the nonlinear method introduced by Schreiber (1993a, 1993b). The application part includes noise level estimations of monthly SOI, monthly eastern equatorial Pacific sea surface anomaly index, and normalized monthly Darwin–Tahiti sea level pressure differences.

FIG. 3. Plots of $y_n$ vs $x_n$ [Eq. (12)] for all the data sets used in this study. The first five sets correspond to Hénon, Lorenz, Duffing, Rossler, and Chua series for some selected values of added noise; the last three sets correspond to three real-world time series.
It can be proved that Eq. 6 can be rewritten as

\[ C_m(r) = \frac{\phi e^{-mKm-D/2-2m}\phi^D-m^m}{\Gamma(m/2+1)} \]

\[ = \frac{\phi e^{-mKm-D/2-2m}\phi^D-m^m}{\Gamma(m/2+1)} \]

\[ \times \int_0^1 e^{2\pi t-1} (1-t)^{m-1} dt. \]  

(A3)

It can be proved that Eq. (A3) satisfies the condition

\[ aF(z) + (z-b)F'(z) - zF''(z) = 0 \]  

(A4)

(see Appendix C for the proof).

Taking natural logarithms of Eq. (A2), we have

\[ \ln[C_m(r)] = \ln(b - D/2) + m \ln(m) - m \ln(2) + (D-m) \ln(a) \]

\[ + \frac{m \ln(r) - m \tau K + \ln[F]}{\Gamma(D/2 + 1)} \]

\[ - \ln \left[ \Gamma \left( \frac{m-D}{2} \right) \right]. \]  

(A5)

From Eq. (A1), we have

<table>
<thead>
<tr>
<th>Data set</th>
<th>Hénon</th>
<th>Lorenz</th>
<th>Duffing</th>
<th>Rossler</th>
<th>Chua</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \sigma )</td>
<td>0.05</td>
<td>0.15</td>
<td>0.1</td>
<td>0.1</td>
<td>0.05</td>
</tr>
<tr>
<td>( \sigma_{\text{actual}} )</td>
<td>0.0050</td>
<td>0.1004</td>
<td>0.1506</td>
<td>0.5020</td>
<td>0.1004</td>
</tr>
<tr>
<td>SNR</td>
<td>23.148</td>
<td>17.190</td>
<td>13.771</td>
<td>27.977</td>
<td>21.983</td>
</tr>
<tr>
<td>( \sigma )</td>
<td>0.0360</td>
<td>0.0967</td>
<td>0.1468</td>
<td>0.7527</td>
<td>1.1391</td>
</tr>
<tr>
<td>( \sigma_{\text{actual}} )</td>
<td>-0.014</td>
<td>-0.0033</td>
<td>-0.0032</td>
<td>0.2527</td>
<td>0.1391</td>
</tr>
<tr>
<td>( \sigma_{\text{Schreiber}} )</td>
<td>0.0860</td>
<td>0.0711</td>
<td>0.0798</td>
<td>0.1434</td>
<td>0.0893</td>
</tr>
<tr>
<td>( \sigma_{\text{Schreiber}} - \sigma )</td>
<td>-0.0360</td>
<td>-0.0293</td>
<td>-0.0708</td>
<td>2.0095</td>
<td>1.0436</td>
</tr>
<tr>
<td>( \sigma_{\text{actual}} - \sigma )</td>
<td>-0.014</td>
<td>-0.0037</td>
<td>-0.0038</td>
<td>0.2507</td>
<td>0.1352</td>
</tr>
<tr>
<td>( \sigma_{\text{Schreiber}} - \sigma_{\text{actual}} )</td>
<td>0.0360</td>
<td>-0.0293</td>
<td>-0.0708</td>
<td>2.0095</td>
<td>1.0436</td>
</tr>
</tbody>
</table>
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**APPENDIX A: DERIVATION OF EQ. (8)**

With the substitution of

\[ a = \frac{m-D}{2}, \quad b = \frac{m}{2} + 1, \quad z = -\frac{r^2}{4\sigma^2} \]  

(A1)

in Kummer’s confluent hypergeometric function [Eq. (7)], Eq. (6) can be rewritten as
\[
\frac{dz}{dr} = -\frac{r}{2\sigma^2}.
\]

Since all the terms in Eq. (A5), except \(\ln[C_m(r)]\), \(m \ln(r)\) and \(\ln(F(z))\), are independent of \(r\), their derivatives with respect to \(r\) are zero. Therefore,

\[
\frac{d[\ln(C_m(r))]}{dr} = \frac{d}{dr}[m \ln(r) + \ln(F(z))] = \frac{m}{r} + \frac{1}{F(z)} \frac{dF(z)}{dr} = \frac{m}{r} F'(z) = \frac{m}{r} \frac{F'(z)}{2}\sigma^2 F(z),
\]

from which

\[
\frac{d}{dr}(F'(z)) = \frac{d}{dr}[2\sigma^2 P(m,r)F(z)] = 2\sigma^2 \left\{ F(z) \frac{dP(m,r)}{dr} + P(m,r) \frac{dF(z)}{dr} \right\} = 2\sigma^2 \left\{ \frac{dP(m,r)}{dr} - r \frac{dF(z)}{dr} F(m,r) \right\}
\]

\[
= 2\sigma^2 \left\{ F(z) \frac{dP(m,r)}{dr} - r \frac{dF(z)}{dr} [2\sigma^2 P(m,r)F(z)] P(m,r) \right\} = 2\sigma^2 \left\{ \frac{dP(m,r)}{dr} - r P^2(m,r) F(z) \right\}.
\]

Therefore,

\[
F''(z) = -\frac{2\sigma^2}{r} \frac{d}{dr}(F'(z)) = -\frac{2\sigma^2}{r} \left\{ 2\sigma^2 \left[ \frac{dP(m,r)}{dr} F(z) - r P^2(m,r) F(z) \right] \right\} = -4\sigma^2 \left\{ \frac{dP(m,r)}{dr} - r P^2(m,r) F(z) \right\}.
\]

Substituting Eqs. (A8) and (A9) and into Eq. (A4), we get

\[
aF(z) + (z-b)[2\sigma^2 P(m,r)F(z)]
+ 4\sigma^2 z \left\{ \frac{dP(m,r)}{dr} - r P^2(m,r) \right\} F(z) = 0,
\]

which leads to

\[a + 2\sigma^2 (z - b) P(m,r) + 4\sigma^2 z \left\{ \frac{dP(m,r)}{dr} - r P^2(m,r) \right\} = 0.
\]

Then,

\[a - 2\sigma^2 \left( \frac{r^2}{4\sigma^2} + b \right) P(m,r) - r^2 \sigma^2 \left\{ \frac{dP(m,r)}{dr} - r P^2(m,r) \right\} = 0.
\]

Because

\[P(m,r) = \frac{m}{r^2} - \frac{d[\ln(C_m(r))]}{dr},
\]

we have

\[a = (m-D)/2, b = m/2 + 1,
\]

we have

\[m - D = 2\sigma^2 \left( \frac{r^2}{4\sigma^2} + \frac{m}{2} + 1 \right) P(m,r) - \sigma^2 \left[ r \frac{dP(m,r)}{dr} - r^2 P^2(m,r) \right] = 0.
\]

Therefore,

\[m - D - r^2 P(m,r) = 2\sigma^2 (m+2) P(m,r) - 2\sigma^2 r \frac{dP(m,r)}{dr}
+ 2\sigma^2 r^2 P^2(m,r) = 0.
\]

Thus, we have

\[m - r^2 P(m,r) = D + 2\sigma^2 \left\{ (m+2) P(m,r) + \frac{r}{2} \frac{dP(m,r)}{dr} \right\}.
\]

(A11)

Since \(a = (m-D)/2, b = m/2 + 1\), we have
\[
\frac{dP(m,r)}{dr} = -\frac{2m}{r^3} + \frac{1}{r^2} \frac{d[\ln(C_m(r))]}{dr} - \frac{1}{r} \frac{d^2[\ln(C_m(r))]}{dr^2}
\]

(A13)

and

\[
P^2(m,r) = \frac{m^2}{r^3} - \frac{2m}{r^3} \frac{d[\ln(C_m(r))]}{dr} + \frac{1}{r^2} \left( \frac{d[\ln(C_m(r))]}{dr} \right)^2.
\]

(A14)

By substituting Eqs. (A12)–(A14) into Eq. (A11), we obtain

\[
m - r^2 P(m,r) = D + 2 \sigma^2 \left\{ \frac{m(m+2)}{r^2} - \frac{(m+2) [\ln(C_m(r))]}{r} - \frac{2m}{r^3} \frac{d[\ln(C_m(r))]}{dr} - \frac{1}{r^2} \frac{d^2[\ln(C_m(r))]}{dr^2} - \frac{m^2}{r^2} \left( \frac{d[\ln(C_m(r))]}{dr} \right)^2 \right\}
\]

\[
= D + 2 \sigma^2 \left\{ \left( m - 1 \right) \frac{[\ln(C_m(r))]}{r} - \frac{d^2[\ln(C_m(r))]}{dr^2} - r^2 \frac{d[\ln(C_m(r))]}{dr} \right\}.
\]

However,

\[
m - r^2 P(m,r) = \frac{d[\ln(C_m(r))]}{d[\ln(r)]}.
\]

and

\[
\frac{d[\ln(C_m(r))]}{dr} + \frac{r}{d[\ln(r)]} \frac{d[\ln(C_m(r))]}{dr} = \frac{d}{d[\ln(r)]} \frac{d[\ln(C_m(r))]}{d[\ln(r)]}
\]

\[
= \frac{d^2[\ln(C_m(r))]}{d[\ln(r)]^2}.
\]

Therefore,

\[
D + 2 \sigma^2 \left\{ \left( m - 1 \right) \frac{[\ln(C_m(r))]}{r} - \frac{d^2[\ln(C_m(r))]}{dr^2} - r^2 \frac{d[\ln(C_m(r))]}{dr} \right\} = \left( \frac{d[\ln(C_m(r))]}{d[\ln(r)]} \right)^2.
\]

(8')

APPENDIX B: PROOF OF EQ. (9b)

For noisy data, from Eq. (A7),

\[
\frac{d[\ln(C_m(r))]}{rdr} = \frac{m}{r^2} - \frac{1}{2 \sigma^2} F'(z) F(z),
\]

\[
\frac{d[\ln(C_m(r))]}{d[\ln(r)]} = m - \frac{r^2}{2 \sigma^2} F'(z) F(z).
\]

 APPENDIX C: PROOF OF EQ. (A4)

Kummer’s confluent hypergeometric function has the integral representation:

\[
M(a,b,z) = \frac{\Gamma(b)}{\Gamma(a) \Gamma(b-a)} \int_0^1 e^{zt} (1-t)^{b-a-1} \, dt.
\]

(C1)

First, let

\[
F(z) = \int_0^1 e^{zt} (1-t)^{b-a-1} \, dt.
\]

(C2)

Then,

\[
F'(z) = \int_0^1 e^{zt} (1-t)^{b-a-1} \, dt.
\]

(C3)

We have

\[
\int_0^1 e^{zt} (1-t)^{b-a-1} \, dt = - \frac{1}{b-a} \int_0^1 e^{zt} d[(1-t)^{b-a}].
\]

(C4)

By using integration by parts, Eq. (C4) is
\[
\int_0^1 e^{zt} t^{(1-t)b-a-1} dt = \frac{z}{b-a} \int_0^1 e^{zt} t^{(1-t)b-a} dt + \frac{a}{b-a} \int_0^1 e^{zt} t^{(1-t)b-a-1} dt
\]

We then have

\[
aF(z) + (z - b)F'(z) - zf''(z) = 0. \tag{A4'}
\]


