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skills of a professional calligrapher, it can do creative jobs such as making new works of art. Further, the robot can instruct people in the study of calligraphy, thus help to preserve and develop this culture. This is the final goal we are working towards.
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Abstract
People counting using image processing has been carried out for years. Conventional methods can count people accurately when only a few isolated people pass through a counting region in a non-crowded situation. In this paper, the emphasis is on people counting in a crowded environment and a method using head search and model matching is described. A camera is mounted vertically downwards viewing the people heads from the top. People head search can be used to locate some passersby. In addition, templates obtained from the perspective projection of the human model are used to locate and isolate individual person. Our approach aims at dealing with a congested situation where occlusion is a major problem. This paper describes a real-time, high-accuracy, automated people counting system that has been developed. Experimental results are illustrated and the effectiveness of the developed method for real-time application is verified.
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1. INTRODUCTION
Everyday, a large number of people move around in all directions in buildings, on roads, railway platforms and stations. The information on passenger flow is very important to public transport operators and it can help them to control the flow and manage the traffic effectively.

One conventional people counting method is based on turnsites, but the mechanical contact of turnsites is inconvenient and uncomfortable to the passengers. It is also impossible to install the gates on every platform and escalator to count the number of people. Counting method using optical beam [1] fails to count correctly when several passengers cross the beam at the same time.

People counting based on image processing on either the spatial images [2-7] or spatial-temporal images [8-9] have been proposed. For spatial images, the counting methods included mathematical morphology [2], shape model filtering on the round shape of people head [3], block matching with clustering [4], supervised split and merge [5] and optical flow [6,7]. Mathematical morphology with averaging-thresholding methods [8] and template matching in stereo images [9] are
used to count the number of people in spatial-temporal images. Their counting accuracy is satisfactory when passenger flow rate is low. When people walk in a crowded group, the accuracy can be greatly decreased.

In this paper, an automated people counting system that can run in real-time on a PC-based platform is described. The algorithm is based on a novel two-stage people isolation method using head search and projected model templates. The system can provide high counting accuracy even in a crowded and occluded situation.

2. SYSTEM OVERVIEW
The people counting system is targeted to operate in an indoor environment with limited variation of the illumination level. A color digital camera is placed vertically above the passengers viewing downwards to the head. The camera is mounted near the ceiling, which is at around 3 to 5 meters from the floor. The detection region viewed from the camera would be larger than 2m along a walking direction. Normal plain floor background is assumed. The aberration and spherical distortion of the camera is assumed negligible. The frame rate has been set to 5 fps, but it can vary according to the hardware configuration. People would walk in all directions with a nominal speed of around 1.5m/s. In the developed algorithm, a person should be seen for five or more successive frames in an image sequence. After image acquisition, the system would consist of the following stages: image segmentation, cluster isolation, cluster tracking and counting.

3. IMAGE SEGMENTATION
Segmentation is used to discriminate the people from the background. The input for segmentation are images of M pixels in column and N pixels in row. Each pixel is a 24-bit true-color RGB pixel. In order to reduce the computation in the latter stage, the segmented image is processed in sub-blocks consisting of BxB pixels.

Before segmentation, threshold values are found as follows. Two background images are acquired from the scene. They are converted into the HSV color model, and the maximum range of variation of the hue (H) value is obtained. Hue is used for the representation of the color feature of the background for segmentation because it is invariant to images containing high saturation, even in the presence of shading, shadows and highlights [10].

Hence, in order to segment an image, the image is converted into the HSV color-space. When the hue value of a pixel within each sub-block of the image lies outside the threshold value range of $[H_{min}, H_{max}]$, the corresponding pixel is considered as part of a person. Otherwise, the pixel is considered as background or shadow. When more than 50% of the pixels within a sub-block is occupied, the sub-block will be considered as part of a person. Otherwise, the sub-block is considered as background or shadow.

4. CLUSTER ISOLATION
From a segmented image, the number of people and their positions should be isolated to perform counting. In a crowded situation, the isolation of an individual person is a difficult problem. The occlusion due to perspective projection will make the isolation even more difficult. A two-stage method based on head search and template matching has been developed. Combining the two methods, cluster isolation is divided into head search, template model matching and cluster removal as shown in Fig. 1.

---

**Fig. 1. Block diagram of cluster isolation**

4.1 Head search
Head search is used to find the potential locations of people heads. As the camera is viewing vertically downwards, the heads are usually seen circular in shape. The hair color can help in the search (e.g. dark or black color in most part of Asia; silvery grey, brown or golden color in North America). However, it is only a heuristic approach that is used in stage one of cluster removal. If this heuristic method fails, we still have stage 2 of cluster removal to identify people. In our test scene, the people hair is mostly dark in color. The head search is thus based on finding the circular regions that are dark.

The color image is first divided into sub-blocks, where the sub-block mean is calculated by summing up each RGB color value within each sub-block. The sub-blocked mean image will be convolved with a circular template mask. The resulting data represents the sum of the color values over the circular template mask. When the sums are below a threshold value ($T_{head}$), the regions are considered as heads and the regional centres will be treated as the head centres.

4.2 Template database
The usual template matching technique with standard masks of the template can isolate people, but it fails to isolate the varying size of people due to the perspective projection and occlusion. Therefore, in this paper, template masks from the human model is proposed. Simple geometric shapes are used to model people, and their perspective projections on the view plane are obtained as templates. These templates can be used to find and isolate each cluster from the segmented image where each cluster represents a person.

In order to obtain the perspective projection, a person is modeled by a set of simple geometric shapes. In this paper, a person is modeled by an ellipsoid as head,
used to count the number of people in spatial-temporal images. Their counting accuracy is satisfactory when passenger flow rate is low. When people walk in a crowded group, the accuracy can be greatly decreased.

In this paper, an automated people counting system that can run in real-time on a PC-based platform is described. The algorithm is based on a novel two-stage people isolation method using head search and projected model templates. The system can provide high counting accuracy even in a crowded and occluded situation.

2. SYSTEM OVERVIEW
The people counting system is targeted to operate in an indoor environment with limited variation of the illumination level. A color digital camera is placed vertically above the passengers viewing downwards to the head. The camera is mounted near the ceiling, which is at around 3 to 5 meters from the floor. The detection region viewed from the camera would be larger than 2m along a walking direction. Normal plain floor background is assumed. The aberration and spherical distortion of the camera is assumed negligible. The frame rate has been set to 5 fps, but it can vary according to the hardware configuration. People would walk in all directions with a nominal speed of around 1.5m/s. In the developed algorithm, a person should be seen for five or more successive frames in an image sequence. After image acquisition, the system would consist of the following stages: image segmentation, cluster isolation, cluster tracking and counting.

3. IMAGE SEGMENTATION
Segmentation is used to discriminate the people from the background. The input for segmentation are images of M pixels in column and N pixels in row. Each pixel is a 24-bit true-color RGB pixel. In order to reduce the computation in the latter stage, the segmented image is processed in sub-blocks consisting of BxB pixels.

Before segmentation, threshold values are found as follows. Two background images are acquired from the scene. They are converted into the HSV color model, and the maximum range of variation of the hue (H) value is obtained. Hue is used for the representation of the color feature of the background for segmentation because it is invariant to images containing high saturation, even in the presence of shading, shadows and highlights [10].

Hence, in order to segment an image, the image is converted into the HSV color-space. When the hue value of a pixel within each sub-block of the image lies outside the threshold value range of \([H_{min}, H_{max}]\), the corresponding pixel is considered as part of a person. Otherwise, the pixel is considered as background or shadow. When more than 50% of the pixels within a sub-block is occupied, the sub-block will be considered as part of a person. Otherwise, the sub-block is considered as background or shadow.

4. CLUSTER ISOLATION
From a segmented image, the number of people and their positions should be isolated to perform counting. In a crowded situation, the isolation of an individual person is a difficult problem. The occlusion due to perspective projection will make the isolation even more difficult. A two-stage method is introduced in this paper to find and isolate the people. The method is based on head search and template matching has been developed. Combining the two methods, cluster isolation is divided into head search, template model matching and cluster removal as shown in Fig. 1.

![Fig. 1. Block diagram of cluster isolation](image)

4.1 Head search
Head search is used to find the potential locations of people heads. As the camera is viewing vertically downwards, the heads are usually seen circular in shape. The hair color can help in the search (e.g. dark or black color in most part of Asia, silvery grey, brown or golden color in North America). However, it is only a heuristic approach that is used in stage one of cluster removal. If this heuristic method fails, we still have stage two of cluster removal to identify people. In our test scene, the people hair is mostly dark in color. The head search is thus based on finding the circular regions that are dark.

The color image is first divided into sub-blocks, where the sub-block mean is calculated by summing up each RGB color value within each sub-block. The sub-blocked mean image will be convolved with a circular template mask. The resulting data represents the sum of the color values over the circular template mask. When the sums are below a threshold value \((T_{head})\), the regions are considered as heads and the regional centres will be treated as the head centres.

4.2 Template database
The usual template matching technique with standard masks of the template can isolate people, but it fails to isolate the varying size of people due to the perspective projection and occlusion. Therefore, in this paper, template masks from the human model is proposed. Simple geometric shapes are used to model people, and their perspective projections on the view plane are obtained as templates. These templates can be used to find and isolate each cluster from the segmented image where each cluster represents a person.

In order to obtain the perspective projection, a person is modeled by a set of simple geometric shapes. In this paper, a person is modeled by an ellipsoid as head,
a cylinder as the body and a flat ellipse on the top of the cylinder as the
shoulder (Fig. 2).

Fig. 2. Two side views and top views of a model of the passenger (left) and
the three-dimensional view of the model (right)

To find the perspective projection of the model into the view plane, the camera
and the scene are modeled as shown in Fig. 3.
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Fig. 3. Modeling of camera and the scene for finding perspective projection of
object points

The image viewed from the camera is divided into (P-1) columns and (Q-1)
rows to form a grid. There are, in total, P x Q grid points. Their corresponding
positions on the 3D space are calculated. The world co-ordinate system in XYZ is
transformed into camera co-ordinate system in UVN. It can be done by translating
XYZ world space into the view point C and then rotating to match the UVN view
space.

\[
\begin{bmatrix}
I & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 1 & 0 & 0 \\
1 & 0 & 0 & 1
\end{bmatrix}
\]

View point C is a distance of \( f \) in front of the plane of projection along the N-axis.
Suppose the view rectangle at the view plane is bounded from \(-V\) to \(V\) in the U-
axis and from \(-V\) to \(V\) in the V-axis. Grid points can be represented as \((p,q)\)
where \(p\in[1,P]\) and \(q\in[1,Q]\). Each grid point corresponding to a point \((u,v)\) on
the view plane can be calculated as follows:

\[
(u,v) = \left(\frac{p-1}{P-1} - \frac{1}{2}\right) \cdot \frac{V}{Q} \left(\frac{q-1}{Q-1} - \frac{1}{2}\right) \cdot \frac{V}{Q}
\]

At each position on the P x Q grid points, the model projects from the 3D space into
the view plane in a perspective way. Head position and body position in the view
plane are found as the projected position of the ellipsoid centre of the head model,
and the bottom center of the cylinder of the body model respectively. The templates
with their corresponding head and body positions are stored in a template
database.

Fig. 4. Cluster isolation using human model templates

4.3 Cluster removal
Cluster removal is performed in two stages. In the first stage, the template with the
head position nearest to the positions from the head search process are used to
remove the occupied regions from the segmented image. In the second stage, the
remaining clusters are searched, located and removed by using the templates in the
template database. An example of people and their corresponding human model
templates are shown in Fig. 4.

In the first stage, the template with the nearest distance between the head
position of the template and the potential head position in the head search process
is used. The nearest distance is calculated by the following formula:

\[
D = \min_{i \in [1,P x Q]} \sqrt{(x_h - x_i)^2 + (y_h - y_i)^2}
\]

where \((x_h, y_h)\) is the head position in segmented image and \((x_{h_i}, y_{h_i})\) is the head
position of the template which is the nearest to the head position.

From the head position of the template, the corresponding body position of the
template can be retrieved from the template database. The sub-blocks of the
segmented image covered by the template are removed. The steps would be
continued until all the templates corresponding to the potential positions of the
heads are used.
a cylinder as the body and a flat ellipse on the top of the cylinder as the shoulder (Fig. 2).

Fig. 2. Two side views and top views of a model of the passenger (left) and the three-dimensional view of the model (right)

To find the perspective projection of the model into the view plane, the camera and the scene are modeled as shown in Fig. 3.

Fig. 3. Modeling of camera and the scene for finding perspective projection of object points

The image viewed from the camera is divided into (P-1) columns and (Q-1) rows to form a grid. There are, in total, P x Q grid points. Their corresponding positions on the 3D space are calculated. The world co-ordinate system in XYZ is transformed into camera co-ordinate system in UVN. It can be done by translating XYZ world space into the viewpoint C and then rotating to match the UVN view space.

\[
\begin{pmatrix}
    u \\
    v
\end{pmatrix} = \begin{pmatrix}
    1 & 0 & 0 & 0 \\
    0 & \cos \gamma & \sin \gamma & 0 \\
    0 & -\sin \gamma & \cos \gamma & 0 \\
    1 & 0 & 0 & 1
\end{pmatrix} \begin{pmatrix}
    x \\
    y \\
    z \\
    1
\end{pmatrix}
\]

View point C is a distance of \(f\) in front of the plane of projection along the N-axis. Suppose the view rectangle at the view plane is bounded from \(-V_x\) to \(V_x\) in the U-axis and from \(-V_y\) to \(V_y\) in the V-axis. Grid points can be represented as \((p, q)\) where \(pe \{1, P\}\) and \(qe \{1, Q\}\). Each grid point corresponding to a point \((u, v)\) on the view plane can be calculated as follows:

\[
(u, v) = \left(\frac{P-1}{p-1} - \frac{1}{2}, \frac{Q-1}{q-1} - \frac{1}{2}\right) \cdot V_x, V_y
\]

At each position on the P x Q grid points, the model projects from the 3D space into the view plane in a perspective way. Head position and body position in the view plane are found as the projected position of the ellipsoid centre of the head model, and the bottom center of the cylinder of the body model respectively. The templates with their corresponding head and body positions are stored in a template database.

Fig. 4. Cluster isolation using human model templates

4.3 Cluster removal
Cluster removal is performed in two stages. In the first stage, the template with the head position nearest to the positions from the head search process are used to remove the occupied regions from the segmented image. In the second stage, the remaining clusters are searched, located and removed by using the templates in the template database. An example of people and their corresponding human model templates are shown in Fig. 4.

In the first stage, the template with the nearest distance between the head position of the template and the potential head position in the head search process is used. The nearest distance is calculated by the following formula:

\[
D = \min_{i \in \{1, \ldots, n\}} \sqrt{(x_{h,i} - x_h)^2 + (y_{h,i} - y_h)^2}
\]

where \((x_h, y_h)\) is the head position in segmented image and \((x_{h,i}, y_{h,i})\) is the head position of the template which is the nearest to the head position.

From the head position of the template, the corresponding body position of the template can be retrieved from the template database. The sub-blocks of the segmented image covered by the template are removed. The steps would be continued until all the templates corresponding to the potential positions of the heads are used.
In the second stage, the sub-block values of the template at \((p, q)\) position is multiplied with the corresponding sub-block values on the remained binary image and the sum is obtained (Fig. 5a). Totally, there are \(P\times Q\) sums when all the templates are used (Fig. 5b). These sums indicate the probability of presence of a person within the template mask. In order to reduce the effect of occlusion due to the body viewed from the camera, the template has higher weighting on the head and shoulder rather than the body, so the template values are 3 for head, 2 for shoulder, 1 for body and 0 for all others. If the sum is larger than a certain coverage percentage (CP), it should be considered as the presence of a person.

\[
S(p,q) = \sum_{x,y} \text{Mask}_{xy}(x,y) \times I(x,y)
\]

(a)\hspace{1cm} (b)

Fig. 5(a) The sum calculation between template at \((p, q)\) and remained binary image; (b) Sums of all \(S(p, q)\).

5. CLUSTER TRACKING AND COUNTING

The tracking algorithm is based on a matching process of the tokens between two successive frames. It includes estimation and matching. A token is also determined to be a coming-in token, coming-out token, tracking token or false detection. People counting is done by counting the number of tokens coming out of the tracking region. A tracking of the tokens between two successive time instants is carried out. Estimation of the token positions is by linear prediction from previous walking displacement. Matching is performed between the tokens within the tracking and alerting regions. People are counted as coming out of the tracking region when they pass through the top or down count line. The determination of a new corner is by a coming-in token in the tracking region. False detection is alarmed when a token in the previous time instant no longer matches any token in the current time instant within the tracking region. The test results show that the algorithm is capable of tracking the trajectory of the people and thus count the number of people.

6. EVALUATION AND RESULTS

The output of the people counting system is the counting results, which give the number of people passed through a counting region within a specified period of time, and the direction of travel. The developed system has been evaluated in many different scenarios, and in both crowded and non-crowded cases, with satisfactory results. The result in one scenario is given here. It is also found that the method can be implemented in real-time on a PC-733 MHz platform.

An image sequence obtained at five frames per second is processed by the system. The image resolution is 320x240. The snapshots of the scenario are shown in Fig. 6. The type of background is a corridor and the people can travel b-directionally. The camera is mounted 5m from the floor and the coverage area is 4.14m(W)x3.09m(H).

![Fig. 6. Snapshots of one test scenario](image)

(a)\hspace{1cm} (b)\hspace{1cm} (c)

Table 1. Test results in a scenario with original background

<table>
<thead>
<tr>
<th>Condition</th>
<th>Number of frames</th>
<th>Expected no. of counting</th>
<th>No. of counting from the system</th>
<th>Absolute error</th>
<th>Absolute error with direction of travel</th>
<th>Overall counting error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crowded Connected Uni-directional walking</td>
<td>1-804</td>
<td>Top=0 Down=234</td>
<td>Top=39 Down=213 Total=219 False detection=47</td>
<td>Top=46 Down=21 Total=26</td>
<td>11.53% 6.41%</td>
<td></td>
</tr>
<tr>
<td>Crowded Connected Bi-directional walking</td>
<td>1-459</td>
<td>Top=54 Down=59 Total=113</td>
<td>Top=51 Down=61 Total=112 False detection=17</td>
<td>Top=3 Down=1 Total=4</td>
<td>4.42% 0.88%</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>7.06% 3.65%</td>
<td></td>
</tr>
</tbody>
</table>

Most of the errors are mainly due to the poor segmentation of the people. Also, when many people come together, their shadows sometimes have significant changes to the background. At the moment, the tracking algorithm uses simple geometric information to estimate and match tokens between two frames. A missing token along the path of walk would generate false detection and cause under-counting.
In the second stage, the sub-block values of the template at \((p, q)\) position is multiplied with the corresponding sub-block values on the remained binary image and the sum is obtained (Fig. 5a). Totally, there are \(P \times Q\) sums when all the templates are used (Fig. 5b). These sums indicate the probability of presence of a person within the template mask. In order to reduce the effect of occlusion due to the body viewed from the camera, the template has higher weighting on the head and shoulder rather than the body, so the template values are 3 for head, 2 for shoulder, 1 for body and 0 for all others. If the sum is larger than a certain coverage percentage (CP), it should be considered as the presence of a person.

\[
S(p, q) = \sum_{x,y} \text{Mask}_{x,y}(x,y) \times I(x,y)
\]

Fig. 5(a) The sum calculation between template at \((p, q)\) and remained binary image; (b) Sums of all \(S(p, q)\)

5. CLUSTER TRACKING AND COUNTING

The tracking algorithm is based on a matching process of the tokens between two successive frames. It includes estimation and matching. A token is also determined to be a coming-in token, coming-out token, tracking token or false detection. People counting is done by counting the number of tokens coming out of the tracking region. A tracking of the tokens between two successive time instants is carried out. Estimation of the token positions is by linear prediction from previous walking displacement. Matching is performed between the tokens within the tracking and alering regions. People are counted as coming out of the tracking region when they pass through the top or down count line. The determination of a new corner is by a coming-in token in the tracking region. False detection is alarmed when a token in the previous time instant no longer matches any token in the current time instant within the tracking region. The test results show that the algorithm is capable of tracking the trajectory of the people and thus count the number of people.

6. EVALUATION AND RESULTS

The output of the people counting system is the counting results, which give the number of people passed through a counting region within a specified period of time, and the direction of travel. The developed system has been evaluated in many different scenarios, and in both crowded and non-crowded cases, with satisfactory results. The result in one scenario is given here. It is also found that the method can be implemented in real-time on a PC-733 MHz platform.

An image sequence obtained at five frames per second is processed by the system. The image resolution is 320x240. The snapshots of the scenario are shown in Fig. 6. The type of background is a corridor and the people can travel bi-directionally. The camera is mounted 5m from the floor and the coverage area is 4.14m(W)x3.09m(H).

![Fig. 6. Snapshots of one test scenario](image)

Some test results are shown below:

<table>
<thead>
<tr>
<th>Condition</th>
<th>Number of frames</th>
<th>Expected no. of counting</th>
<th>No. of counting from the system</th>
<th>Absolute error</th>
<th>Absolute error with direction of travel</th>
<th>Overall counting error</th>
</tr>
</thead>
<tbody>
<tr>
<td>Crowdled Unidirectional walking</td>
<td>1-804</td>
<td>Top=6</td>
<td>Down=234</td>
<td>Top=60</td>
<td>Down=213</td>
<td>Total=119</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Down=21 Total=15</td>
<td></td>
</tr>
<tr>
<td>Crowdled Bidirectional walking</td>
<td>1-459</td>
<td>Top=54</td>
<td>Down=59</td>
<td>Top=51</td>
<td>Down=61</td>
<td>Total=112</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Down=2 Total=17</td>
<td></td>
</tr>
<tr>
<td>Average</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>Average=3.6%</td>
<td></td>
</tr>
</tbody>
</table>

Table 1. Test results in a scenario with original background

Most of the errors are mainly due to the poor segmentation of the people. Also, when many people come together, their shadows sometimes have significant changes to the background. At the moment, the tracking algorithm uses simple geometric information to estimate and match tokens between two frames. A missing token along the path of walk would generate false detection and cause under-counting.
In a more extensive system evaluation, the average counting error is 4.23%. This result is comparable to or better than other similar approaches in a spatial domain. Especially in crowded situations with people walking bi-directionally, the above is a high-accuracy result. For comparison, the accuracies achieved by other researchers in [2], [3], [4] are around 94%, 87% and 90% respectively.

The developed algorithm has also been analyzed for real-time performance. The worst-case computational time for all system modules is given below:

1. Image acquisition \( t_{acq} \approx 2.3 \times 10^3 \) s

2. Segmentation \( t_{seg} \approx 0.05 \) s

3. Head search \( t_{head} \approx 0.00037 \) s

4. Cluster removal by human model templates (one person) \( t_{remove} \approx 0.00263 \) s

5. Tracking and counting (for 40 tokens) \( t_{track/count} \approx 85.7 \times 10^{-6} \) s

Assuming that the maximum number of people in each image is 40 \( (N_{max}) \), the time required in the worst case for processing one image in the sequence is

\[
 t_{total} = t_{acq} + t_{seg} + N_{max} \times t_{remove} + t_{track/count} \\
= (2.3 \times 10^3 + 0.05 + 0.00037 + 0.00263 \times 40 + 85.7 \times 10^{-6}) \text{s} = 0.1617 \text{s}
\]

Hence, the system is capable of processing over six frames per second. The performance was evaluated using an Intel Pentium III 733 MHz PC with 256 MB RAM, running Visual C++ 6.0 under the Microsoft Windows 98 platform.

7. CONCLUSIONS

An automated people counting system has been developed. The algorithm of the system is mainly based on a novel two-stage people isolation to find the positions of individual persons across an image sequence. The first stage of isolation would perform head search to locate some people using the features of circular black regions. The second stage of isolation uses model templates to locate the remaining people. These model templates are obtained from the perspective projection of a three-dimensional human model into a two-dimensional image plane. The use of the projected model templates considers the shape variation of the people located at different positions of a scenario.

The developed method has been tested with images captured at real scenarios at 5 m camera-mounting height relative to a plain floor. People can walk in a bi-directional way with different degrees of crowdedness. The overall system counting accuracy is around 95%. The worst-case computational time of the algorithm is also evaluated for the real-time feasibility of the system running on PC.
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In a more extensive system evaluation, the average counting error is 4.23%. This result is comparable to or better than other similar approaches in a spatial domain. Especially in crowded situation with people walking bi-directionally, the above is a high-accuracy result. For comparison, the accuracies achieved by other researchers in [2], [3] and [4] are around 94%, 87% and 90% respectively.

The developed algorithm has also been analysed for real-time performance. The worst-case computational time for all the system modules is given below:
1. Image acquisition \( t_{acq} \): 2.3 x 10^5 s
2. Segmentation \( t_{seg} \): 0.08 s
3. Head search \( t_{head} \): 0.00637 s
4. Cluster removal by human model templates (one person) \( t_{head} \): 0.00263 s
5. Tracking and counting (for 40 tokens) \( t_{trackcount} \): 85.7 x 10^5 s

Assuming that the maximum number of people in each image is 40 (\( N_{max} \)). The time required in the worst case for processing one image in the sequence is

\[
t_{acq} + t_{seg} + t_{head} + N_{max} \times t_{frame/count} = (2.3 \times 10^5 + 0.05 + 0.00637 \times 0.00263 \times 40 + 85.7 \times 10^5) s = 0.1617 s
\]

Hence, the system is capable of processing over six frames per second. The performance was evaluated using an Intel Pentium III 733MHz PC with 256MB RAM, running Visual C++ 6.0 under the Microsoft Windows 98 platform.

7. CONCLUSIONS

An automated people counting system has been developed. The algorithm of the system is mainly based on a novel two-stage people isolation to find the positions of individual person across an image sequence. The first stage of isolation would perform head search to locate some people using the features of circular black regions. The second stage of isolation uses model templates to locate the remaining people. These model templates are obtained from the perspective projection of a three-dimensional human model into a two-dimensional image plane. The use of the projected model templates considers the shape variation of the people located at different positions of a scenario.

The developed method has been tested with images captured at real scenarios at 5m camera-mounting height relative to a plain floor. People can walk in a bi-directional way with different degree of crowdedness. The overall system counting accuracy is around 95%. The worst-case computation time of the algorithm is also evaluated for the real-time feasibility of the system running on PC.
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