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Abstract

A phase-based method for fixed-time signal control of traffic improves significantly the junction performance over conventional stage-based method of control due to the higher flexibility in specification of signal timings, where the control variables comprise the start and duration of green phases and the cycle time at which the junction is operated. The cycle-structure is specified by a successor function, a combination of 0 and 1 for all incompatible pairs of phases, which indicates the order of phases in a cycle. Normal procedure optimises the timings for each of these successor functions to determine the best timing plan. The computing time is found to be approximately proportional the number of such functions. To reduce the computational requirement, and hence enhance its applicability to real-time actuated control, a neural network is employed in this paper to help identify the optimal successor function for further optimisation of timings. Encouraging results are obtained.

1. Introduction

A phase-based method for fixed-time signal control of traffic at individual junction has recently received much attention and has been shown to improve significantly the junction performance over conventional stage-based method of control (Gallivan and Heydecker, 1988; Heydecker and Dudgeon, 1987). The control variables in phase-based method comprise the start and duration of green phases and the cycle time at which the junction is operated. Heydecker (1992) used a successor function to specify the cycle-structure in phase-based control for a signal-controlled junction, and proposed a procedure to identify the set of distinct successor functions for the junction. Optimisation is then carried out for all successor functions to determine the optimal phase-based signal timings for the junction. The computing time is approximately proportional to the number of successor functions, which could be tremendous for complicated junctions. For real-time operation, accelerated procedure to identify the optimal successor function is highly desirable to reduce the computing time requirement, and optimisation is then only needed to apply to the chosen successor function.

In this paper, a neural network approach is employed to determine the optimal successor function given the traffic flow pattern at the junction as input. The artificial neural networks have been widely used in many areas of research (Wasserman, 1989, 1993), and more recently applied to solve various transportation problems (Faghrin and Hua, 1992; Yang et al, 1992; Chin et al, 1992; Bullock et al, 1992; Kaseko et al, 1992; Bullock et al, 1992; Kaseko et al, 1992; Ritchie et al, 1992; Dougherty and Joint, 1992; Yang et al, 1992). Unlike conventional approaches, the neural network identifies certain relationship between the dependent and independent variables in a complex system, without the need to pre-specify the form of relationship. The process of establishing such relationship is called training in neural networks. Plenty of methods for training a neural network are available in the literature, among them the method of back-propagation is employed in the present study. It was found that this method of training provided a simple but yet effective way of producing the desirable results.

An example junction is used to demonstrate the effectiveness of the proposed methodology. Two sets of traffic flow patterns, one set for training of the neural network and the other for validation purpose,
are randomly generated for an example junction and
optimisation results are obtained through exhaustive
optimisation on all flow patterns using a standard
phase-based optimisation package known as
SIGSIGN (Sang and Silcock, 1989). In this example,
the junction performance is measured by the junction
delay incurred by all vehicles approaching the
junction. The optimal successor function for delay-
minimisation is then identified for each flow pattern.
A neural network for this problem is formed with one
hidden layer of neural nets, where the traffic flow
pattern is the input vector and the optimal successor
function as a combination of 0 and 1 is the output.

After trained by the first set of data using the back-
propagation algorithm, the second set is used to test
the performance of the neural network. Encouraging
results are obtained. For over 60% of the cases the
network is able to reproduce the optimal successor
functions, the rest reproduce sub-optimal functions,
but none of the cases it fails to reproduce a valid
successor function.

2. The Successor Function

The successor function is defined in Heydecker
(1992) to specify the cycle-structure of a phase-based
signal timing plan in a junction. The function is a
collection of the numbers of 0 and 1 for all
incompatible pair of phases. A value of 0 implies
that the start of green of one phase follows that of the
other in a reference cycle and a value of 1 means the
opposite. Different combinations of 0 and 1 in the
successor function denote different order of phases and
hence the cycle-structure at the junction. For
example, Figure 1 shows the layout of a Chapel Hill
junction (which is extracted from the example
junction in Heydecker (1992)), a signal timing plan
for the junction consisting of 9 phases, and the
successor function for the plan. The function is
represented in matrix form with values of 0 or 1 in
the position corresponding to the pair of
incompatible phases. Note that by definition a value
of 1 in a particular position must have a value of 0 in
the transpose position, and vice versa, and therefore
only half of the matrix (either upper or lower
triangular part) is sufficient to define the successor
function. In other words, the number of 0 or 1 values
in a successor function is equal to the number of
incompatible pair of phases in the junction.

For a junction with \(m\) pairs of incompatible phases,
there is a total of \(2^m\) 0-1 combinations of successor
functions. Out of all these possibilities, a large
proportion of them are invalid cycle-structures.
Tully (1976) developed an efficient generation method
to eliminate these invalid combinations. Heydecker
(1992) further eliminated the cyclic permutation
redundancy to form a set of distinct successor
functions for a junction. For the example junction
shown in Figure 1, such eliminations reduce the
number of successor functions to six combinations.
It was also pointed out in Heydecker (1992) that a
slight modification of the junction layout could push
to the number of functions to over a hundred.

For conventional phase-based calculations, each of
these combinations is optimised by solving a linear
programming problem for capacity-maximisation and
a convex programming problem for delay-
minimisation. The computing time is approximately
proportional to the number of successor functions,
which could be tremendous for a complicated
junction due to the large number of combinations.
For real-time operation where quicker way of
identifying optimal control strategy is highly
desirable, a neural network approach to determine
the optimal successor function without the need to go
through the enumeration process is proposed in the
following section. This accelerates the procedure of
obtaining optimal signal timing plan, since
optimisation is only performed once for the chosen
successor function.

3. The Neural Network

Figure 2 shows the connection scheme of a typical
multi-layer feed-forward neural network, which
consists of three layers: an input layer, a hidden layer
and an output layer. Between the input and hidden
layers, the neurons are connected by a set of links
with a vector of weights \(u\), where the element \(u_{ij}\)
is the weight of the connection between the neuron \(i\)
in the input layer and the neuron \(j\) in the hidden layer.
Let the input vector be \(q\), where the element \(q_i\)
represents the traffic flow of approach \(i\) in the signal-
controlled junction used as input value to neuron \(i\) in
the input layer. The intermediate signal of a neuron \(j\)
in the hidden layer \(h_j\) is obtained by

\[ h_j = F \left( \sum_i q_i u_{ij} \right) \]  

(1)
Figure 1 An example junction.

Figure 1a The layout.

Figure 1b A signal timing plan.

Figure 1c The successor function.
where $F$ is an activation function which scales and smooths the intensity of a signal. In this paper, a sigmoidal activation function is used (Wasserman, 1989) which takes the form:

$$F(x) = \frac{1}{1 + e^{-x}}$$  \hspace{1cm} (2)

This sigmoid function transforming the signal to a range $(0, 1)$ has a desirable property that

$$\frac{dF}{dx} = F(1 - F)$$  \hspace{1cm} (3)

which is very useful for the training process discussed in the next section. The intermediate signal is the output signal from the connection between input and hidden layers, and for the input signal to the connection between hidden and output layers. Let the vector of the weights between hidden and output layers be $w$, where $w_{jk}$ is the weight of the link between neuron $j$ in the hidden layer and neuron $k$ in the output layer. The output signal of the neuron $k$ in the output layer, $s_k$, is determined similarly by

$$s_k = F\left(\sum_j h_j w_{jk}\right)$$  \hspace{1cm} (4)

Since a successor function is a combination of discrete values of 0 and 1, the element in the successor function corresponding to the $k$th pair of incompatible pair of phases is determined by the value of $s_k$ using a threshold barrier. If $s_k$ exceeds the threshold, the element takes a value of 1; and 0 otherwise. In this paper, the threshold barrier is taken as 0.5 which is a typical choice for sigmoidal activation function.

With the above description of the neural network, the number of neurons in the input layer is equal to the number of approaches in the signal-controlled junction (excluding the pedestrian streams). The number of neurons in the output layer is the number of pairs of incompatible phases in the junction. There is no stringent rule in neural computing on the number of neurons in the hidden layers because it is largely problem dependent. In this application, a
number equal to the total number of neurons in input and output layers works reasonably well.

4. A Back-propagation Algorithm

In this section, a back-propagation algorithm is proposed to train the neural network. Let \( t \) be the target vector for a particular training set. The total error produced by a forward pass with the current sets of weights is specified as

\[
E = \frac{1}{2} \sum_{k} (s_k - t_k)^2
\]

(5)

where \( t_k \) is the \( k \)th element of the vector \( t \). To train the set of weights \( w \) between hidden and output layers, a descent direction can be identified using the derivative of total error with respect to the weight,

\[
\frac{\partial E}{\partial w_{jk}} = h_k s_k (1 - s_k) (s_k - t_k)
\]

(6)

To reduce the total error, the weight \( w_{jk} \) is modified by

\[
w_{jk}^{(n+1)} = w_{jk}^{(n)} - \eta h_k s_k (1 - s_k) (s_k - t_k)
\]

(7)

where \( w_{jk}^{(n+1)} \) and \( w_{jk}^{(n)} \) are the modified and current weights respectively, and \( \eta \) is the training rate coefficient. The procedure for training the weights \( u \) and \( w \) is repeated for all training sets of data.

5. An Example

The signal-controlled junction shown in Figure 1 is used as an example to demonstrate the effectiveness of the proposed method. There is a total of 8 approaches of vehicular traffic to the junction which is controlled by 9 phases (including the pedestrian phase) with 14 pairs of incompatible phases. The numbers of neurons in the input and output layers are therefore 8 and 14 respectively. The number of neurons in the hidden layer is taken as 20 in this example. 400 sets of random flow patterns are generated, and for each of them the delay-minimising optimal successor function is determined using the computer package SIGSIGN (Sang and Silcock, 1989). The first 200 sets of data are used to train the neural network, and the remaining 200 sets of data are used to test the effectiveness of the method in reproducing the optimal successor functions. In this example, encouraging results are obtained. For over 60% of the cases the network is able to reproduce the optimal successor functions, the rest reproduce sub-optimal functions, but none of the cases it fails to reproduce a valid successor function.

6. Conclusion

In this paper, the neural network approach to determine the optimal successor function in phase-based control for an individual signal-controlled junction has been proposed. A neural network is constructed to accept the traffic flow pattern of the junction as input and produce the optimal successor function.
function as output. A back-propagation algorithm has been used to train the network, and encouraging results have been obtained. The most promising findings are that for the example junction the trained neural network always produces a valid successor function (and hence a valid cycle-structure for phase-based control) and provides a fairly high success rate in reproducing the optimal successor function. This enhances the applicability of the phase-based control method in real-time control of traffic. In response to the traffic flow pattern measured from detectors, better timing plan in association with the optimal successor function obtained from the neural network can be determined in a much quicker way.
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