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ABSTRACT

This paper proposes a new factorization for the M-channel
perfect reconstruction (PR) IIR Cosine-Modulated filter banks
(CMFB) proposed previously by the authors. This factorization,
which is based on the lifting scheme, is also complete for the PR
FIR CMFB as well as the general two-channel PR IIR filter
banks if the determinant of the polyphase matrix is equal to
constant multiplies of signal delays. It can be used to convert a
numerically optimized nearly PR CMFB to a structurally PR
system. Furthermore, the arithmetic complexity of the FB using
this structure can be reduced asymptotically by a factor of two.
When the forward and inverse transforms are implemented with
the same set of SOPOT coefficients, a multiplier-less CMFB can
be obtained. Its arithmetic complexity is further reduced and it
becomes very attractive for VLSI implementation.

I. INTRODUCTION

The cosine modulated filter banks (CMFB) [1] or the
Extended Lapped Transforms [2] are efficient structures for
implementing M-channel PR filter banks. They have high
stopband attenuation, and low design and implementation
complexities. The design of biorthogonal CMFB is usually
performed by constrained non-linear optimization [7,8]. Unlike
the orthogonal case where it is possible to perform an
unconstrained optimization on the coefficients of the lossless
lattice structure [1], the filter banks so obtained are in general
pseudo PR. To overcome this problem, factorizations of the filter
bank, which structurally enforces the PR condition, is necessary.
In [9], the polyphase components of the CMFB are parameterized
by the lifting scheme so that the filter bank is still PR for
different choices of the lifting coefficients. The design problem
can then be formulated as an unconstrained optimization problem
with the lifting coefficients as variables. Factorizations of
arbitrary-delay and arbitrary-length FIR CMFB were also
obtained recently by Schuller [5] and Gao et al. [6]. In this paper,
a new factorization for the IR CMFB, which was previously
obtained by the authors in [3], is proposed. This factorization,
which is based on the lifting scheme [4], is also complete for the
PR FIR CMFB as well as the general two-channel PR IIR filter
banks if the determinant of the polyphase matrix is equal to
constant multiplies of signal delays. Since the unconstrained
optimization using the lifting coefficients results in highly
nonlinear objective function, we prefer to formulate the design
problem as a constrained optimization in the filter coefficients.
The proposed factorization technique is then applied to convert it
to a structurally PR system. Like the lifting scheme, it also
reduces the arithmetic complexity of the filter bank
asymptotically by a factor of two. Further, by representating the
coefficients in the lifting structure as SOPOT coefficients and
using the SOPOT DCT-IV in [10], multiplier-less biorthogonal
CMFBs with low complexity can be obtained. The paper is
arranged as follows: Section Il is devoted to the proposed
factorization for two-channel PR IIR FBs. Its application to M-
channel IR CMFB is described in Section 111 followed by several
examples in Section IV. Conclusions are drawn in Section V.

11. FACTORIZATION OF TWO CHANNEL PR IIR FBS
Let the TIR analysis filters H,(z) and H,(z) be written as
H.(z)=N,(z)/D(z) for i=0,1, where N,(z) and D,(z) are
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respectively the numerator and denominator polynomials of
H,(z) . Multiplying the numerator and denominator of H,(z) by

D,(-z) , we have
N(@)D(-2) _ N,(2)

H,(2)= D.(2)D,(—2) 5,-(22) s

i=0,1. @-1)

Decomposing the numerators }Vo(z) and IV,(z) into their

polyphase components:  N,(z) = Noo(z?) +z"'Ny\(z®), and
N(z)=N,(z*)+z"'N,(z*), the polyphase components of
H,(z) are determined as follows
No(z®) | . Ny
Tt w o 22)
D,(z%) D,(z%) , i=0,]1.
=Hio(zz)+z_lHi|(zz)

For perfect reconstruction (PR), the determinant of the polyphase
matrix E(z) can be chosen as constant multiplies of signal
delay. This yields

N @N,(2) = Ny @)y (2) = B -z Dy (2)Dy(2).  2-3)
(2-3) can Dbe viewed as an ideal
{00 :04(2) = A(2)N o (2) — B(2)N,, (2) = B 'z-dDo(z)Dl(z)}
generated by ]\Nloo(z) and —]\~/0|(z) . The Highest Common
Factor (HCF) of N, (z) and N, (z) must therefore divide

d>0(z)=z""lD~0 (2)5, (z) . For simplicity, it is assumed that such

H,(2)=

Equation

factors have already been extracted from 1\700(2) and 1\70,(2),
and they are co-prime to each other. The general solutions of
N,y(z) and N, (z) are

Nip(@)= Ny(2)- QN w(2) , @4

and ﬁ“(Z)=N,,(z)—Q(z)ﬁ0,(z),
for some 1\7,0(2) and 1\7“(2) in the ideal ¢,(z), and some
polynomial Q(z) in F| [z] The general solution of ﬁ,(z) is:

N(2)=N,(@)-0C)N,(2), @-5)
where N (z)=N,,(z*)+2"'N,(z%). Dividing both sides of (2-5)
by D,(z%), one gets

H(2)= H,(2)- 0G)H,(2), 2-6)
where Q(z)zQ(z)~5o 2/ 5,(z) is an arbitrary causal stable

rational function and H,(z)=N,(z)/D,(z%) is a particular
solution. (2-6) allows us to parameterize all solutions of the PR
IIR filter banks using Q(z) and 1\7,(2). The latter can be
constructed from the Euclidean algorithm or lifting steps as in
[4]. Suppose that ﬁoo(z) and ﬁo,(z) are coprime and apply
Euclidean algorithm to them yields

Noo(2) @ = @7
ﬁOI(Z) i=t 1 0 o |’
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where g,(z) are polynomials in F [z], K is a non-zero constant,

and d, are positive integers. The delay z™* results from the

removal of the lowest order coefficients, instead of the higher
order coefficients in conventional polynomial division, during the
polynomial division, i.e. they are treated as Laurent polynomials.
If the highest order coefficients are removed as in conventional
polynomial division, d,=0. This offers more flexibility in
carrying out the Euclidean algorithm than using ordinary
polynomial, which helps to reduce the dynamic range of ¢,(z).
It should be noted that this factorization is highly non-unique.

Dividing both sides of (2-7) by 50(2) gives

Ho(e)]_ a2 =4 [k 1By(2) @8
Hy@z) 501 0 0 '

Using (2-8), the following polyphase matrix P(z) with the
required determinant B -z™ can be formed.

Hul(®) H\o(2)
Hyu(z) H,(2)

=ﬁ g, (z) = ) K:"'“/[)O(:) 0 ~
g 0 0 (1B -z Dy(z)/ K |

2-9)
where d,. is the sum of the delays d, and it should be smaller

P(z)= {

than d. Otherwise, the system delay will be increased beyond
the given value 24 +1. Using (2-6), the general solution of the
IIR analysis polyphase matrix E(z) is

E(z)=| Ha@ Hu@ |1 -00)
Hy(z) H,(2)]0 1

_Trlea@® 2
_H[ 10 ]X

Kz™% | Dy(z) 0 1 -0@)
0 (~1yB-z“*“Dyzy/k o 1 |

(2-10)
(2-10) can also be implemented as a series of lifting steps [4].
III. FACTORIZATION OF IIR CMFB

In CMFBs, the analysis filters f,(n) and the synthesis
filters g,(n) are derived from a prototype filter /(n) by cosine
modulation,
fi(n)=h(n)cos(ow,n+@,)=h(n),, ,
g, (m)=h(n)cos(w,n+¢,) = hin)x,, .

and
k=0,,.,M-1, @3-
where
T N-1 i3
=cos| — (2k+1)(n— +(=H =],
Cin COS[ZM( +1)(n 3 )+ ( )4}
~ n N-1 (T
Com —cos[m(ZkH)(n— 5 )=(=1 -4—} G-2)

k=0,),..,M-1, n=0,,...,N —1, are the modulation sequences.

The PR condition, in terms of the polyphase components H,(z)
of the prototype filter is

H((2)Hyp(2)+ Hy(2)H (2) =B -27%,
1=0,l1,..,M-1,

where a is an integer determining the delay of the filter banks.

This simplified PR condition greatly reduces the number of

variables to be optimized and the implementation complexity.
For the IIR CMFB in [3], the denominators of all the polyphase

(3-3)

components are identical, and we have H,(z)=N,(z)/D(z).
The PR condition in (3-3) is simplified to
N{(@N 1 (2)+ Ny (2N (2) =B - z°D*(2),
1=01,..,M~1. (-4

Equation (3-4) can also be viewed as an ideal
0 :05(2)= AN, (2) + BZ)N , ,,(2) = B - 2 D*(2)}
generated by N,(z) and N,,,,(z). For simplicity, we shall
assume that the common factors of N,(z) and N,,,,(z), which

must divide the right hand side of (3-4), have already been
removed and they are co-prime to each other. The general
solutions of N,,, ,_(z) and N,,_,_,(2) in (3-4) are given by

Ny 22 =Ny 0 (2) - Q2N (2), 3-5)

Nay1£2) = Noyy 1 (2) + Q1 (2N, (2),
for some N, (z) and N, () in the ideal ¢,(z), and
some Q(z) in F[z]. Dividing both sides of (3-5) by D(z), we
have

Hy @) =H, (-0 @H, ), (3-6)
Hyy 1 (2) = Hyy () + O (2)H 0 (2).

and H,(2) H, (2
|:_ Hy,(2) Hyyl (z)]

| A& H @] —Q,(z)]
[_Hnm(z) I'NIZM_,_,(Z)}[O 1 (3-7
Hy..(z) and H,, . (2) are particular solution to (3-3).

Since N,(z) and N, ,,(z) are coprime, they can be written, by
using the Euclidean algorithm, as

N@) | g (2) 774" .K,z’d" (3-8)
[_NM-H(Z):'-I;I[[ 1 0 o |

where K, is a non-zero constant. Dividing both sides of (3-8) by
D(z) , we have

H(2) =ﬁ 7"(z) 24" . K,z™ / D(z) (3-9)
- H,.(2) i=l 1 0 0 ’

Then, a particular solution for 1714‘,,,7,(2) and ITIZM_,_K(Z) can be
constructed as follows

l: H () F[\/—H(:’):l

—H (2) Hyyy ()

_11'1 gy 4| (K= DA) 0
e [ 0 0 (=1 B - = D) /K,

(3-10)
where B and d'” are respectively the scale factor and the sum
of the delays generated during the division of the Laurent
polynomials. Combining (3-7) and (3-10), the desired solution is

I: H, (=) Hurm(:)j|
—Hy(s) Hyyya2)

_fylee = K= DGz -0/(2)1D(z)
iy 0 0 (0B =Dy K,

I=01.,M~-1, (3-11)
where Q(z) =K,0,(z). It should be noted that in the FIR case,

D(z)=1, and (21) provides a complete factorization of the FIR

CMFB. This factorization is also applicable to FIR CMFB with
other modulation because their PR conditions are still of the form
(3-3) [7]. We now consider some examples.
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IV. EXAMPLES

Example 4.1
Factorization of 4-channel FIR biorthogonal CMFB:

In this example, a 4-channel FIR biorthogonal CMFB with
length N=2mM =2x5x4=40 was factored using the
proposed factorization. It was designed by the nonlinear
optimization method in [8]. The length of each polyphase
component is 5 and the delay parameter o in (3-3) is equal to 3.
The system delay is D=2(c +1)M —1=31 samples. To avoid
large dynamic range of the coefficients in the quotients,
9(z),(=0,), are obtained using ordinary polynomial
division, while the last one is obtained by removing the lowest
powers of z™', i.e z°, as well as the highest power z7>. The
remainder is K,z and its quotient is denoted by

Lg{"(z) ,(1 =0,1) . An additional delay is also added to matrix of

Lq"(z) (top right entry), giving the delay parameter d*” in (3-
11) a value of 2. Finally we obtain the following

[sz) Hs(z)}
-H(z) Hy(z)
et e K ~Ge ]
| 1 0plz' 0 0 -B/K,z
where /1=0; (4-1a)
{H;(z) HG(Z)}
—H](Z) Hs(z)
_flav@ ][ ] [k 0@
7H{ 1 on*' o]x[o ~B/K,-z“}’
where /=1. (4-1b)

Detailed coefficients of the factorization are given in Table 1.
Figure 1(a) shows the frequency responses of the analysis filter
banks after factorization. Since the input to the polyphase
components in (4-1) will be down-sampled by a factor of 2M, the
analysis filtering requires 3.25 multiplications and 2.75 additions
per sample. Direct implementing the polyphase component, on
the other hand, will require 10 multiplications and 9 additions per
sample.  Thus, the arithmetic complexity is reduced by
approximately a factor of two.

Example 4.2
Multiplier-less 4-channel FIR biorthogonal CMFB using SOPOT:

In this example, a multiplier-less 4-channel FIR birothogonal
CMFB with length N=2mM =2x5x4=40, using the
factorization obtained in example 4.1, is designed. The
coefficients in ¢,(z) and Q/(z) are represented as the following
sum-of-powers-of-two (SOPOT) coefficients

9 = Zakzh‘ ,
k=1

where a, e{-L1}and b, e {—r,...,—l,O,l,...r}v
r is the range of the coefficients and ¢ is the number of terms
being used in each coefficient. Therefore, all the multiplications
can be replaced by limited number of shifts and additions,
making it very attractive for VLSI implementation. The SOPOT
coefficients, which are obtained by genetic algorithm [10], are

shown in table 2, while the frequency responses of the analysis
filters are shown in figure 1(b).

Example 4.3
Factorization of Low-Delay 4-channel /IR PR CMFB:

In this example, the low-delay IIR CMFB in [3] is factored
using the proposed algorithm. The orders of the numerator
N,(z) and the denominator D(z) are 4 and 2, respectively. The

@-2)

delay parameter a is 2 and the system delay is

D =2(a + )M —1=23 samples. In order to avoid large dynamic
range in the coefficients of the quotients, a similar approach as in
Example 4.1 is employed. The delay parameter d’ in (3-11) is
to 2. The pairs (N,(2),N,(2)) and
(N,(2),N,(z)) are selected to be factored, and the factorization
is

therefore equal

{M(Z) N;(z)}
=N,(2) Ny(2)
=f-[ q(z) 1 _Lqi‘” z" N K, -0i(2) Ak
wl 1 o[zt 0]||0 -B/K,z
where /=0, (4-3a)
Ny (z) Ny(2)
_Nl(z) Ny(2)
_Ta’@ 1L K, -Qi(2)
_F.I[ i 0”.—:" o}x[o —B/K,-z"]’
where [ =1. (4-3b)

Their coefficients are shown in Table 3. The frequency
response of the analysis filter banks after factorization is shown
in Figure 1(c). Implementation of (4-3) requires 5 multiplications
and 4.5 additions per sample, while direct implementation of
analysis polyphase matrix requires 12 multiplications and 11
additions per sample. Due to page limitation, their SOPOT
counterparts are not shown here.

IV. CONCLUSION

A new factorization for the M-channel PR IIR CMFB
proposed in 3] is presented. It is based on the lifting scheme,
and is complete for the PR FIR CMFB as well as the general two-
channel PR IIR filter banks if the determinant of the polyphase
matrix is equal to constant multiplies of signal delays. It can be
used to convert a numerically optimized nearly PR CMFB to a
structurally PR system and reduces its arithmetic complexity
asymptotically by a factor of two. By using SOPOT coefficients,
the multiplications in the CMFB can be replaced by simple shifts
and additions, making it very attractive for VLSI implementation.
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