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Abstract—To minimize the execution time of an iterative application in a heterogeneous parallel computing environment, an appropriate mapping scheme is needed for matching and scheduling the subtasks of the application onto the processors. When some of the characteristics of the application subtasks are unknown a priori and will change from iteration to iteration during execution-time, a semi-static methodology can be employed, that starts with an initial mapping but dynamically decides whether to perform a remapping between iterations of the application, by observing the effects of these dynamic parameters on the application’s execution time. The objective of this study is to implement and evaluate such a semi-static methodology. For analyzing the effectiveness of the proposed scheme, it is compared with two extreme approaches: a completely dynamic approach using a fast mapping heuristic and an ideal approach that uses a genetic algorithm on-line but ignores the time for remapping. Experimental results indicate that the semi-static approach outperforms the dynamic approach and is reasonably close to the ideal but infeasible approach.

1 Introduction

Heterogeneous computing (HC) encompasses a great variety of situations (e.g., see [5], [12]). This study focuses on a particular application domain in which (1) an iterative application is to be mapped onto an associated specific type of dedicated heterogeneous parallel hardware platform and (2) the execution of each iteration can be represented by a directed acyclic graph (DAG) of subtasks. To minimize the execution time of such an iterative application on a heterogeneous parallel computing environment, an appropriate mapping scheme is needed for matching and scheduling of the subtasks onto the processors [12]. However, when some of the characteristics of the application subtasks are unknown a priori and will change from iteration to iteration during execution-time, it may not be feasible or desirable to use the same off-line derived mapping throughout the whole execution of the application.

An example of such a problem domain is iterative automatic target recognition (ATR) tasks [14], where a sequence of images is received from a group of various and kinds of operations are required to generate an on-going scene description. In ATR, the characteristics of a subtask’s input data, such as the amount of clutter and the number of objects to be identified, may change dynamically and may lead to large variations in the subtask’s processing requirements.

In such situations, a semi-static methodology [1], [2] may be employed, that starts with an initial mapping but dynamically decides whether to remap the application with a mapping previously determined off-line. This is done by observing, from one iteration to another, the effects of the changing characteristics of the application’s input data, called dynamic parameters, on the application’s execution time. Such real-time input-data dependent remapping between iterations can be performed by using an off-line determined mapping. That is, the operating system will be able to make a heuristically-determined decision during the execution of the application whether to perform a remapping based on information generated by the application from its input data. If the decision is to remap, the operating system will be able to select a pre-computed and stored mapping that is appropriate for the given state of the application. This remapping process will, in general, require a certain system reconfiguration time for relocating the data and program modules.

The application to be mapped is iterative and each iteration is modeled by a DAG in which the nodes represent subtasks and the edges represent the communications among subtasks. The model used for an application task is described in Section 2. The attributes associated with the DAG, such as the computation time of a subtask and the communication time between subtasks, are modeled by equations that are functions of the dynamic parameters. Examples of dynamic parameters include the contrast level of an image, the number of objects in a scene, and the average size of an object in a scene. Thus, as the dynamic parameters change from one iteration (one image) to the next iteration, the mapping currently in use may not be suitable and a remapping of the subtasks onto the processors may need to be performed. However, performing a remapping requires a certain system reconfiguration time. Given the current mapping, a new mapping, and the system estimated reconfiguration time, the operating system has to decide whether a remapping is to be done. This framework can be applied to any task graph structure represented as a DAG.

The objective of this study is to implement and evaluate a semi-static methodology, called the on-line use of off-line derived mappings (denoted as On-Off in subsequent sections), which was originally proposed in [2]. The implementation of the On-Off methodology entails tackling two research issues: (a) how to select representative mappings off-line for on-line use? and (b) is this approach really beneficial compared to a strictly dynamic approach?
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To address these issues, a novel dynamic parameter space partitioning and sampling scheme is proposed in Section 3. During the off-line phase, a genetic algorithm is used to generate high quality mappings for a range of values for the dynamic parameters. During the on-line phase, the actual dynamic parameters are observed and the off-line derived mapping table is referenced to choose the most suitable mapping. Experimental results, presented in Section 4, indicate that this semi-static approach is effective in that it consistently gave performance that was comparable to that of using the same genetic algorithm on-line with the exact dynamic parameter values for the next iteration (which is physically impossible). How this research differs from earlier related work, such as [8], [9], [10], [17], and further details about all aspects of this paper are in [7].

2 System Model

To evaluate the On-Off semi-static mapping methodology, a particular sample architecture is chosen; however, the On-Off method can be adopted for other target architectures. The sample target heterogeneous computing platform considered is based on the expected needs of ATR applications that are of interest to the U.S. Army Research Laboratory (e.g., [3]). Specifically, it contains four different types of processors (e.g., SHARC DSP processors and PowerPC RISC processors [4]), with 16 processors of each type (see Figure 1(a)).

The processors are connected via crossbar switches in such a way that each processor has exactly one input port and one output port. Communications among processors of the same type are assumed to be symmetric in the sense that the conflict-free time for any pair of processors (of the same type) to communicate is the same (see Figure 1(b)). For simplicity, it is assumed that if a data-parallel implementation of a given subtask uses a virtual machine of processors, all processors will be of the same type. Given this and the symmetry property of the inter-processor communications among processors of the same type, the expected execution time of a particular multiprocessor implementation of a subtask is independent of which fixed-size subset of the processors of a given type are assigned to execute the subtask.

An application task is modeled as a DAG, with n nodes representing subtasks $s_i \ (0 \leq i \leq n−1)$ and $e_i$ edges representing inter-subtask communications. To illustrate the efficacy of the On-Off semi-static mapping approach, a simplified model is used for subtask execution time and inter-subtask communication time. However, the On-Off framework does not depend on the form of the equations used and it is the responsibility of the application developer to use an appropriate model [1], [2].

The simple execution time expression used in this model is a version of Amdahl’s law extended by a term representing the parallelization overhead (e.g., synchronization and communication). The serial and parallel fractions of a subtask are frequently represented using similar models (e.g., [11]). The execution time expression for subtask $s_i$ includes: (a) three dynamic parameters, $\mu$, $\beta$, and $\gamma$, (b) the number of processors used, $p_i$, and (c) three coefficients, $\alpha_i$, $b_i$, and $c_i$. [7]. The parallel fraction and serial fraction of subtask $s_i$ are represented by $\alpha_i/\mu$ and $c_i/\gamma$, respectively. The parallelization overhead is represented by $b_i\beta \log p$ and $h_u$ is the heterogeneity factor, indicating the relative speed of the subtask $s_i$ on the type of processor used in virtual machine $u$. The execution time $t_w(s_i)$ of subtask $s_i$ on virtual machine $u$ is modeled by the expression:

$$t_w(s_i) = h_u(\alpha_i/\mu + b_i\beta \log p + c_i/\gamma)$$

By differentiating this equation and equating it to zero, the optimal value of $p$ that leads to the minimum execution time for a given subtask is $p_{opt} = (\alpha_i/\mu) / (b_i/\beta)$. The mapping heuristic will not assign more processors than a subtask’s $p_{opt}$.

It is assumed that the size of the data to be transferred between two subtasks $s_i$ and $s_j$ consists of a fixed portion modeled by a constant $d_{ij}$ (independent of the input) and a variable portion modeled by the product of a coefficient $e_{ij}$ and a dynamic parameter $\mu$. For communication between virtual machines $u$ and $v$, $S_w$, and $R_w$ are the message start-up time and the data transmission rate, respectively (see Figure 1(b) for values of $S_w$ and $R_w$, based on [3], [4]). Thus, the inter-subtask communication between subtask $s_i$ on virtual machine $u$ and subtask $s_j$ on virtual machine $v$ is $C_w$ which is given by:

$$C_w(s_i, s_j) = S_w + (d_{ij} + e_{ij}/\mu) / R_w$$

3 The Semi-Static Mapping Approach

Consider two approaches for remapping application tasks to processors during execution time (between iterations through the DAG):

- **dynamic mapping**: Based on the current values of dynamic parameters, compute a new mapping in real time using a low complexity algorithm.
- **on-line use of off-line derived mappings**: For each dynamic
parameter, some representative values are chosen so that a number of possible scenarios are generated. Using an off-line (i.e., static) heuristic, high-quality mappings for the scenarios are precomputed and stored in a table. During execution of the application, the mapping corresponding to the scenario with values of dynamic parameters closest to the actual values is selected from the table to be a possible new mapping [5].

Because a static mapping heuristic (e.g., the genetic algorithm used in this study) can potentially generate solutions of much higher quality than a dynamic mapping algorithm, it is interesting to investigate how well the approach of on-line use of off-line derived mappings (using the genetic algorithm) performs. Notice that even off-line generation of optimal mappings is infeasible because the heterogeneous mapping problem is NP-complete [6] and, thus, exponential time is needed for finding optimal solutions.

In the On-Off semi-static mapping approach, it is assumed that the ranges of the dynamic parameters are known, and are partitioned into a certain number of disjoint regions. Formally, suppose the minima and total range sizes of the dynamic parameters are given by \( \alpha_{\text{min}}, \beta_{\text{min}}, \gamma_{\text{min}}, \delta_{\text{min}}, \zeta_{\text{min}}, \beta, \gamma, \) and \( \zeta \), respectively. The parameter space \( \mathcal{R} \) can be partitioned into \( K^d \) disjoint regions as follows:

\[
\mathcal{R}(i, j, k, l) = \{ (\alpha, \beta, \gamma, \mu) \} \quad 0 \leq i, j, k, l \leq K - 1
\]

where \( \alpha_{\text{min}} + i\zeta_{\text{min}} / K \leq \alpha < \alpha_{\text{min}} + (i + 1)\zeta_{\text{min}} / K \), and the ranges for \( \beta, \gamma, \) and \( \mu \) are defined analogously. Here, the parameter space is uniformly partitioned. However, different values of \( K \) can be used for each dynamic parameter, depending upon the specifications given by the application developer.

Within each region (defined by specifying values for indices \( i, j, k, l \)), \( N \) random dynamic parameter vectors are chosen. An off-line heuristic is then applied to determine the mappings for these sample scenarios represented by different dynamic parameter vectors. For a random sample vector \( v_x \) (\( 0 \leq x \leq N - 1 \)), denote the corresponding mapping by \( M_x \). The mapping for each sample scenario is exhaustively evaluated for every other sample scenario in the region by applying the mapping to the DAG and computing the completion time. That is, the task execution times \( t(M_x(v_y)) \) for all \( x \) and \( y \) (\( 0 \leq x, y \leq N - 1 \)) are computed. The mapping \( M_x \) that gives the minimum average completion time \( \text{min} \{ \sum_{x=0}^{N-1} t(M_x(v_x))/N \} \) is chosen as the representative mapping for the corresponding region in the dynamic parameter space. This representative mapping and the corresponding average completion time are stored in the off-line mapping table, which is a multi-dimensional array indexed by \( i, j, k, l \).

The input to the simulated on-line module consists of an execution profile that comprises a certain number of iterations of executing the task graph. Examples of execution profiles containing 20 iterations are shown in Table 1 in Section 4. In each profile, the dynamic parameter values change from one iteration to another. Specifically, row \( i \) represents the values of the dynamic parameters observed after execution of the graph for iteration \( i \) is finished. Thus, when execution of the task for iteration \( i \) begins, the on-line module does not know the (simulated) actual values of the dynamic parameters for that iteration. The on-line module has to determine a mapping for iteration \( i \) based on the dynamic parameter values of iteration \( i - 1 \). In the On-Off semi-static mapping approach, given the dynamic parameter values of iteration \( i - 1 \), the on-line module retrieves the mapping corresponding to the representative dynamic parameter vector closest to the given actual values. If the stored pre-determined execution time of the selected mapping, plus the estimated reconfiguration time, is smaller than the (simulated) actual execution time of iteration \( i - 1 \), a remapping is performed; otherwise, the mapping used at iteration \( i - 1 \) will continue to be used for iteration \( i \).

In this study, several mapping approaches are examined. The first approach is a dynamic approach that uses a fast heuristic that takes a small amount of time but generates a reasonably good solution. The heuristic used is a fast static scheduling algorithm, called the Earliest Completion Time (ECT) algorithm, that is based on the technique presented in [15].

The method of using the ECT algorithm for scheduling the dynamic iteration tasks is as follows. The ECT algorithm is applied (in real time) to the task graph with the values for the dynamic parameters at iteration \( i - 1 \). The resulting mapping (with its associated estimated task execution time using the iteration \( i - 1 \) parameters) is then considered to be a potential new mapping for iteration \( i \). Again, if the gain in adopting the new mapping is greater than the reconfiguration time, the new mapping will be used in iteration \( i \).

Genetic algorithms (GAs) are a promising heuristic approach to optimization problems that are intractable. There are a great variety of approaches to GAs (see [13] for a survey). The details of our particular GA are available in [7], [16]. However, it should be noted that the On-Off approach does not rely on GAs per se and can be used with any global optimization scheme.

## 4 Performance Results

Four approaches were compared in the experiments: (i) the On-Off approach; (ii) the ECT algorithm as a dynamic scheduling algorithm; (iii) the infeasible approach of using the GA as a dynamic scheduling algorithm (referred to as GA Online); and (iv) an ideal but impossible approach which uses the GA on-line with the exact (as yet unknown) dynamic parameters for the iteration to be executed (referred to as Ideal).

To investigate the performance of the On-Off approach with the proposed dynamic parameter space partitioning and sampling methods, task graphs with four different structures were used. These graphs included in-tree graphs, out-tree graphs, fork-join graphs, and randomly structured graphs.

Graphs with sizes 10, 50, 100, and 200 nodes were considered. For each graph structure and size, ten graphs were used. These graphs included in-tree graphs, out-tree graphs, fork-join graphs, and randomly structured graphs.

In each graph, the coefficients of the subtask execution time equation \( (a_i, b_i, \text{and } c_i) \) and inter-subtask communication time equation \( (d_j \text{ and } e_i) \) were randomly generated from uniform distributions with ranges \([10..100]\) and \([1..10]\), respectively. The heterogeneity factors of these graphs were also randomly selected from a uniform distribution with range 0.5 to 20.
Details of random task graph generation are given in [7].

The heterogeneous platform shown in Figure 1 was used throughout the experiments. Below are the parameters used in the experiments, unless otherwise stated.

- ranges of the dynamic parameters: $\alpha : [1,000..5,000]$, $\beta : [5..25]$, $\gamma : [100..500]$, and $\mu : [20..100]$
- partitioning of the dynamic parameter space: the range of each dynamic parameter is partitioned into four equal intervals (i.e., $K = 4$) and, therefore, the mapping table stores $4^4 = 256$ mappings (i.e., there are 256 regions in the four dimensional space)
- number of randomly chosen sample scenarios within each partition (hyper-rectangle) of the dynamic parameter space: ten (i.e., $N = 10$)
- the GA is executed ten times for each sample scenario, from which the best mapping is chosen (thus, for a single graph, the GA was executed a total of $K^2 \times N \times 10 = 256 \times 10 \times 10 = 25,600$ times to build the mapping table)
- estimated reconfiguration time: 1,000 (calculation of the estimated reconfiguration time is discussed in [2])
- crossover and mutation probabilities for the GA: both 0.4 (these values were chosen according to the light/moderate load results in [16])

Two randomly generated 20-iteration execution profiles of dynamic parameters were used for each graph (see Table 1). The dynamic parameters for Profile B change eight times more rapidly, on average, than those for Profile A. In the profiles, iteration 0 is the initialization iteration. In this study, the dynamic parameter values of iteration 0 are chosen to be the mean values of the respective dynamic parameter ranges. The dynamic parameter values shown on iteration $i$ ($i > 0$) simulate the actual dynamic parameter values observed after the task graph finishes iteration $i$ execution. Both Profile A and Profile B are generated randomly based on a single parameter: the mean percentage change in dynamic parameter values, called $\Delta$. Specifically, given $\Delta$, an increment factor, $\delta_{i-1}$, was randomly chosen from a uniform distribution with a range $[0.5\Delta, 1.5\Delta]$, and its sign had a 0.5 probability of being positive (but selected to guarantee that the dynamic parameter stays within its range). Then, a dynamic parameter for iteration $i$, say $\mu_i$, was given by: $\mu_i = \mu_{i-1} \pm \delta_{i-1}\mu_{i-1}$.

To examine the performance of the On-Off approach, first consider the results of scheduling a ten-node random task graph using the two execution profiles. The parameters of the ten-node random task graph are shown in Figure 2. Detailed results of using the four approaches for Profile B are shown in Table 2. Due to space limitations, results for Profile A are not shown here but can be found in [7]. Below are the definitions of the data columns.

- $t(M[i-1])$: this is the task execution time of iteration $i$ using the mapping chosen at the end of iteration $i - 1$, denoted by $M[i-1]$. Here, it should be noted that at the end of iteration $i - 1$, a new mapping will be determined but such a mapping would not be used for iteration $i$ if the reconfiguration time offsets the gain of remapping. Thus, a mapping chosen at the end of iteration $i - 1$ could be a new mapping or the same mapping used for iteration $i - 1$. In the case of On-Off, the new mapping considered is the mapping corresponding to the scenario closest to the parameters at iteration $i - 1$ in the mapping table. In the case of ECT, the new mapping considered is the one determined using the ECT algorithm with the exact dynamic parameters at iteration $i - 1$.
- $t(O[i-1])$: this is the task execution time of the mapping stored in the off-line mapping table, denoted by $O[i-1]$, of a scenario with dynamic parameters closest to the dynamic parameters at iteration $i - 1$. This is the value stored in the mapping table, instead of the task execution time by applying $O[i-1]$ to the dynamic parameters at iteration $i - 1$. The mapping $O[i-1]$ may or may not be chosen for iteration $i$.
- $RC$: the reconfiguration time, if remapping is performed.
- $t(E[i-1])$: this is the execution time of the mapping determined using the ECT algorithm with the parameters at iteration $i - 1$, denoted by $E[i-1]$, which may or may not be chosen for iteration $i$.
- $t(G[i-1])$: this is the task execution time of iteration $i$ by applying the mapping determined by the GA with dynamic parameters at iteration $i - 1$, disregarding whether the remapping is justified by the gain or not. Also, the mapping found at iteration $i - 1$ is incorporated in the initial population of the GA at iteration $i$. Reconfiguration time is not counted in this approach. Again, this GA On-line method is included for comparison only because applying the GA online for dynamic scheduling is not feasible due to the long execution time required by the GA. It should be noted that for both Ideal and GA On-line, reconfiguration time is not considered.
- $t(G[i])$: this is the task execution time of iteration $i$ determined using the GA with the exact dynamic parameters at iteration $i$. This is, therefore, the ideal case which is
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<table>
<thead>
<tr>
<th>iteration</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\mu$</th>
<th>iteration</th>
<th>$\alpha$</th>
<th>$\beta$</th>
<th>$\gamma$</th>
<th>$\mu$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>3000</td>
<td>15</td>
<td>300</td>
<td>60</td>
<td>0</td>
<td>3000</td>
<td>15</td>
<td>300</td>
<td>60</td>
</tr>
<tr>
<td>1</td>
<td>2821</td>
<td>15</td>
<td>287</td>
<td>63</td>
<td>1</td>
<td>4309</td>
<td>15</td>
<td>409</td>
<td>82</td>
</tr>
<tr>
<td>2</td>
<td>2949</td>
<td>12</td>
<td>302</td>
<td>65</td>
<td>2</td>
<td>2635</td>
<td>7</td>
<td>286</td>
<td>43</td>
</tr>
<tr>
<td>3</td>
<td>3073</td>
<td>12</td>
<td>286</td>
<td>68</td>
<td>3</td>
<td>3894</td>
<td>6</td>
<td>361</td>
<td>27</td>
</tr>
<tr>
<td>4</td>
<td>3228</td>
<td>11</td>
<td>273</td>
<td>71</td>
<td>4</td>
<td>2241</td>
<td>8</td>
<td>197</td>
<td>39</td>
</tr>
<tr>
<td>5</td>
<td>3090</td>
<td>13</td>
<td>258</td>
<td>67</td>
<td>5</td>
<td>1265</td>
<td>12</td>
<td>287</td>
<td>52</td>
</tr>
<tr>
<td>6</td>
<td>3256</td>
<td>11</td>
<td>272</td>
<td>70</td>
<td>6</td>
<td>1699</td>
<td>16</td>
<td>420</td>
<td>75</td>
</tr>
<tr>
<td>7</td>
<td>3424</td>
<td>16</td>
<td>259</td>
<td>73</td>
<td>7</td>
<td>1138</td>
<td>11</td>
<td>282</td>
<td>50</td>
</tr>
<tr>
<td>8</td>
<td>3621</td>
<td>16</td>
<td>271</td>
<td>75</td>
<td>8</td>
<td>1543</td>
<td>12</td>
<td>153</td>
<td>67</td>
</tr>
<tr>
<td>9</td>
<td>3811</td>
<td>13</td>
<td>260</td>
<td>78</td>
<td>9</td>
<td>2205</td>
<td>17</td>
<td>225</td>
<td>97</td>
</tr>
<tr>
<td>10</td>
<td>4014</td>
<td>17</td>
<td>245</td>
<td>81</td>
<td>10</td>
<td>3198</td>
<td>10</td>
<td>332</td>
<td>51</td>
</tr>
<tr>
<td>11</td>
<td>4229</td>
<td>13</td>
<td>257</td>
<td>77</td>
<td>11</td>
<td>4678</td>
<td>18</td>
<td>477</td>
<td>73</td>
</tr>
<tr>
<td>12</td>
<td>3994</td>
<td>19</td>
<td>242</td>
<td>80</td>
<td>12</td>
<td>2588</td>
<td>8</td>
<td>315</td>
<td>48</td>
</tr>
<tr>
<td>13</td>
<td>4179</td>
<td>15</td>
<td>253</td>
<td>83</td>
<td>13</td>
<td>1358</td>
<td>16</td>
<td>211</td>
<td>67</td>
</tr>
<tr>
<td>14</td>
<td>4386</td>
<td>15</td>
<td>264</td>
<td>78</td>
<td>14</td>
<td>1794</td>
<td>17</td>
<td>307</td>
<td>98</td>
</tr>
<tr>
<td>15</td>
<td>4208</td>
<td>13</td>
<td>249</td>
<td>82</td>
<td>15</td>
<td>2605</td>
<td>11</td>
<td>163</td>
<td>61</td>
</tr>
<tr>
<td>16</td>
<td>4016</td>
<td>14</td>
<td>236</td>
<td>77</td>
<td>16</td>
<td>3719</td>
<td>17</td>
<td>240</td>
<td>87</td>
</tr>
<tr>
<td>17</td>
<td>3835</td>
<td>16</td>
<td>226</td>
<td>81</td>
<td>17</td>
<td>2478</td>
<td>9</td>
<td>332</td>
<td>53</td>
</tr>
<tr>
<td>18</td>
<td>4026</td>
<td>19</td>
<td>238</td>
<td>84</td>
<td>18</td>
<td>1507</td>
<td>16</td>
<td>466</td>
<td>76</td>
</tr>
<tr>
<td>19</td>
<td>4258</td>
<td>16</td>
<td>251</td>
<td>88</td>
<td>19</td>
<td>2081</td>
<td>8</td>
<td>243</td>
<td>50</td>
</tr>
<tr>
<td>20</td>
<td>4479</td>
<td>15</td>
<td>265</td>
<td>92</td>
<td>20</td>
<td>3053</td>
<td>17</td>
<td>149</td>
<td>70</td>
</tr>
</tbody>
</table>
impossible in practice because the actual values of the dynamic parameters for iteration $i$ cannot be known before the execution of iteration $i$ begins. Furthermore, the solutions found by both the On-Off and the GA On-line approaches are also incorporated into the initial population of the GA. This is done in order to determine the “best” solution as a reference for comparison.

As can be seen from Table 2, the On-Off approach of dynamically using off-line derived mappings generated much smaller total execution time (995,987) compared to that of using the ECT algorithm (1,447,666). The On-Off approach consistently resulted in performance comparable to the inflexible GA On-line scheme and was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that at some iterations, the On-Off approach was only marginally outperformed by the Ideal (but impossible) method. Indeed, one very interesting observation is that...
the total execution times of On-Off, GA On-line, and Ideal for totally random task graphs are consistently of similar values for all graph sizes. However, the ECT approach performed much worse, especially for large graphs with sizes 100 and 200 (in order to enhance the readability of the plots, the data for 200-node graphs of the ECT algorithm were excluded). An explanation for this phenomenon is that because the ECT algorithm employs a strictly greedy scheduling method, the effect of making mistakes at early stages of scheduling can propagate until the whole graph is completely scheduled. The adverse impact of such a greedy approach can be more profound for larger graphs. For other regular graphs, in most cases the performance of On-Off was only slightly inferior to the GA On-line, which in turn was slightly outperformed by the Ideal.

An experiment was also conducted to explore the effect of increasing the reconfiguration time on the performance of the On-Off approach. The total execution times of the ECT and On-Off approaches remained approximately constant despite the fact that the reconfiguration time varied over a wide range (the GA On-line and Ideal results are independent of reconfiguration time). This is due to the observation that a higher reconfiguration time simply prohibited the attempts to switch to a new mapping from one iteration to another. If reconfiguration cost is small, more remappings are performed but the aggregate reconfiguration costs do not considerably affect the total time.

5 Conclusions

A novel strategy is presented for partitioning and sampling the dynamic parameter space of a heterogeneous application within the context of a semi-static mapping methodology. A summary of the extensive performance evaluation of this strategy is given (details in [7]). Experimental results indicate that the semi-static approach is effective in that it consistently outperformed a fast dynamic mapping heuristic, and gave reasonable performance compared with the infesable approach of directly using the genetic algorithm on-line for a wide range of task graph structures. A limitation of such a semi-static approach is the additional off-line execution time needed to build the mapping table. However, because the mapping table is built off-line and the target heterogeneous task graph is used as a production job, some extra time is affordable.
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