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Robust Adaptive Control Design for Generator Excitation

Zhou Lan, Deqiang Gan, Yixin Ni, Senior Member, IEEE

Abstract—In this paper a new nonlinear robust adaptive excitation control strategy for multi-machine power systems is presented. The designed controller is adaptive to unknown generator parameters, and robust to model errors or disturbances. It is locally implemented and independent of network topology or load conditions. In the paper the power system model is presented and the control law and adaptive law are derived. The close-loop system stability is proven. Computer test results show clearly that the proposed excitation control strategy can enhance transient stability more effectively than conventional controllers.

Index Terms—Power system, transient stability, excitation, robust adaptive control.

I. INTRODUCTION

In recent years, there has been an increasing interest in applying various advanced nonlinear control technologies to power systems. The most successful ones may be the applications of differential geometric theory and robust control theories. With the application of differential geometric theory, nonlinear power systems can be transformed into linear ones, and then various conventional linear control theories can be used to provide good performance[1-3]. It must be noted that nonlinear control design based on differential geometric approach is much better than conventional linear design based on linearization of the system at one or more operating points, but it is generally based on the exact knowledge of mathematic model of the power system, without considering uncertainties like model errors, parameter errors or any kind of disturbances. In order to overcome this limitation, various robust control theories have been suggested to enhance the control robustness of power systems [4-7]. Based on the linear model of a power system, linear $H_\infty$ robust control theory can be applied to minimize the impact of disturbances on the output of the system by solving Riccati equations to obtain the ‘optimal’ control law against the ‘worst’ disturbance [4], while Lyapunov theory can be applied directly to guarantee the stability of the close-loop system [5], and newly developed LMI (Linear Matrix Inequality) approach can be also applied to obtain the ‘optimal’ linear control law by solving an optimization problem constrained by matrix inequalities [6]. Based on the nonlinear model of a power system, a recursive design method, which avoids solving HJI (Hamilton Jacobi Issacs) inequalities, was proposed to solve the nonlinear $H_\infty$ robust control problems in power systems [7].

There are many parameters either totally unknown or slowly time-varying in a power system. For example, the damping coefficient of a generator is usually untraceable; the synchronous reactance and transient reactance may vary slowly during system dynamics because of saturation effect; and the parameters of transmission lines may be unknown or change slowly with the environmental condition. In those cases, adaptive control, using dynamic estimation of unknown parameters, is more appropriate and attractive to solve the above unknown-parameter problems [8-10]. The adaptive control theories for linear systems are relatively mature, while for nonlinear systems, the nonlinear adaptive control has no universal approaches and is still under development.

Recently, robust adaptive control (RAC) of nonlinear systems has been widely studied and fruitful results have been obtained [11-15]. On the other hand, power system RAC has become a research hotspot in recent years. The objective of this paper is to apply the back-stepping method proposed in [11] to multi-machine power system excitation control.

The suggested controller is locally implemented, so does not need system information communication, and is also independent of network topology and load conditions. The designed controller is adaptive to uncertain or unknown generator damping coefficient, d-axis synchronous reactance and transient reactance, and is robust to model errors or disturbances. It is proved that the suggested novel controller can guarantee uniformly ultimately boundedness of all system states and drive the machine angle of each generator to a small neighborhood of the given ideal value. A 4-machine interconnected power system is used for computer test. Computer test results show clearly the effectiveness and the special feature of the controller.

II. THE DYNAMIC MODEL OF A MULTI-MACHINE POWER SYSTEM

Assume there is a multi-machine power system consisting of $N$ generators. As is well known, the $i^{th}$ generator, with proper assumptions and with bounded model errors or
disturbances represented by $\Delta_{i1}$ and $\Delta_{i2}$, can be represented by a third order model below$^4$

$$
\begin{align*}
\dot{\delta}_i &= \delta_i - \delta_0 \\
\dot{\omega}_i &= \frac{\alpha_0}{M_i} (P_{mi} - P_e) - \frac{D_i}{M_i} (\delta_i - \delta_b) + \Delta_{i1} \\
\dot{E}_{q_i} &= \frac{1}{T_{d0i}} (E_{p_i} - E_{q_i} - (X_{d_i} - X'_{d_i})J_{di}) + \Delta_{i2}
\end{align*}
$$

where $P_{ei} = E'_{q_i}I_{q_i}$.

The notation for the model is given in [3]. Supposing that $D_i$, $X_{d_i}$ and $X'_{d_i}$ are unknown bounded parameters, the designed controller should be adaptive to these uncertain parameters and be robust to model errors or disturbances represented by $\Delta_{i1}$ and $\Delta_{i2}$.

Now, we define the coordinate transformation as

$$
\begin{align*}
x_i &= [\delta_i - \delta_i^d, \omega_i - \omega_b, \frac{\alpha_0}{M_i} (P_{mi} - P_e)]^T
\end{align*}
$$

where $\delta_i^d$ is the given ideal operation point of machine power angle. And we define the output of the subsystem as $y_i(t) = \delta_i - \delta_i^d$. The control object is to drive the output $y_i$ to a small neighborhood of the origin, which is equivalent to driving the machine angle $\delta_i$ to a small neighborhood of the given idea value $\delta_{i0}$.

In the new coordinate, (1) can be transformed into the following perturbed exact-feedback nonlinear form$^{11-15}$

$$
\begin{align*}
\dot{x}_{i1} &= x_{i2} \\
\dot{x}_{i2} &= x_{i3} + \theta_i^T \phi_{i1} + d_{i1} \\
\dot{x}_{i3} &= v_i + \theta_i^T \phi_{i2} + d_{i2} \\
y_i &= x_{i1}
\end{align*}
$$

where $v_i = \frac{\alpha_0}{M_i} (-\frac{I_{d0i}}{T_{d0i}} E_{p_i} + \frac{P_{ei}}{T_{d0i}} - E'_{q_i}I_{q_i})$ is the virtual control input and

$$
\begin{align*}
\theta_i &= [\theta_{i1}, \theta_{i2}]^T, \phi_{i1} = [\phi_{i11}, \phi_{i12}]^T, \phi_{i2} = [\phi_{i21}, \phi_{i22}]^T; \\
\theta_{i1} &= D_i, \theta_{i2} = X_{d_i} - X'_{d_i}; \\
\phi_{i11} &= -\frac{x_{i2}}{M_i}, \phi_{i21} = \frac{\alpha_0 I_{d0i} I_{q_i}}{M_i T_{d0i}}, \phi_{i12} = \phi_{i22} = 0; \\
d_{i1} &= \Delta_{i1}, d_{i2} = -\frac{\alpha_0 I_{d0i} I_{q_i}}{M_i}
\end{align*}
$$

We can easily know that $d_{i1}$ and $d_{i2}$ are all bounded. Obviously, the equilibrium point of (2) is the origin.

**III. ROBUST ADAPTIVE CONTROLLER DESIGN**

Now we shall show a back-stepping design procedure of the nonlinear robust adaptive controller for the system defined in (2).

The control design is based on the claim below

**Claim.** The following inequality holds for any $\varepsilon > 0$ and for any $u \in R$

$$
0 \leq |u| - u \tanh(\frac{\gamma_{i1}}{\varepsilon}) \leq \delta_c
$$

where $\delta$ is a constant that satisfies $\delta = e^{-(\delta+1)}$, i.e. $\delta = 0.2785$.

Firstly, we consider the transformation below

$$
\begin{align*}
z_{i1} &= x_{i1} \\
z_{i2} &= x_{i2} + k_{i1} x_{i1} \\
z_{i3} &= x_{i3} - \alpha_i
\end{align*}
$$

where $k_{i1}$ is a given positive constant; $\alpha_i$ is a smooth function which satisfies $\alpha_i |x_{i0}| = 0$. It can be seen that the equilibrium point of the new subsystem (3) is still the origin.

Because $d_{i1}$ is bounded, we have $|d_{i1}| < \psi_{i1}$, where $\psi_{i1}$ is an unknown positive constant.

Consider the Lyapunov function

$$
V_i' = \frac{1}{2} z_{i1}^2 + \frac{1}{2} z_{i2}^2 + \frac{1}{2} \psi_i^2 \Gamma_i \psi_i + 1 \frac{1}{2} \gamma_{i1} \psi_{i1}^2
$$

where $\gamma_{i1}$ is a given positive constant; $\psi_{i1} = \psi_{i1} - \psi_{i1}^M$ is parameter estimation error; $\psi_i$ is the dynamic estimation of $\psi_{i1}^M$; and $\psi_{i1}^M = \max \{\psi_{i1}, \psi_{i1}^0\}$; $\psi_{i1}^0$ is a given positive constant; $\theta_i = \theta_i - \theta_{i1}$ is a vector of parameter estimation errors; $\hat{\theta}_i$ is the dynamic estimation of $\theta_i$; $\Gamma_i$ is a given positive constant matrix.

The time derivative is given by

$$
V_i' = -k_{i1} z_{i1}^2 - k_{i2} z_{i2}^2 + z_{i2} z_{i3} + \alpha_i + \theta_i^T \phi_{i1} + d_{i1}
$$

$$
+ z_{i2} (d_{i1} - \beta_i) + \frac{1}{2} \psi_{i1} \psi_i
$$

Defining $\alpha_i = -z_{i1} - k_{i1} x_{i2} - k_{i2} z_{i2} - \beta_{i1} - \hat{\theta}_i \phi_{i1}$, where $k_{i2}$ is a given positive constant and $\beta_{i1}$ is the compensation for $d_{i1}$, we have

$$
\begin{align*}
V_i' &= -k_{i1} z_{i1}^2 - k_{i2} z_{i2}^2 + z_{i2} z_{i3} + \theta_i^T (\Gamma_i^{-1} \theta_i - z_{i2} \phi_{i1}) \\
&+ z_{i2} (d_{i1} - \beta_i) + \frac{1}{2} \psi_{i1} \psi_i
\end{align*}
$$

Now, we define

$$
\begin{align*}
\psi_{i1} &= \gamma_{i1} [z_{i2} w_{i1} - \sigma_i (\psi_{i1} - \psi_{i1}^0)] \\
\beta_{i1} &= \psi_{i1} w_{i1} \\
w_{i1} &= \tanh(\frac{z_{i2}}{\varepsilon_{i1}})
\end{align*}
$$

where $\sigma_i$ and $\varepsilon_{i1}$ are given positive constants.

From the claim and (6), we can easily know

$$
\begin{align*}
z_{i2} (d_{i1} - \beta_i) + \frac{1}{2} \psi_{i1} \psi_i &\leq \frac{\sigma_i}{2} \psi_{i1}^2 - \sigma_i \psi_{i1} (\psi_{i1} - \psi_{i1}^0) \\
&\leq -\frac{\sigma_i}{2} \psi_{i1}^2 + \frac{\sigma_i}{2} (\psi_{i1}^M - \psi_{i1}^0)^2
\end{align*}
$$

Because $-\sigma_i \psi_{i1} (\psi_{i1} - \psi_{i1}^0) \leq -\frac{\sigma_i}{2} \psi_{i1}^2 + \frac{\sigma_i}{2} (\psi_{i1}^M - \psi_{i1}^0)^2$, we arrive at the following result

$$
\begin{align*}
z_{i2} (d_{i1} - \beta_i) + \frac{1}{\gamma_{i1}} \psi_{i1} \psi_i &\leq -\frac{\sigma_i}{2} \psi_{i1}^2 + \lambda_{i1}
\end{align*}
$$
where $\lambda_i = \frac{\varepsilon_{i1}}{2} \dot{\psi}_i^M + \frac{\sigma_{i1}}{2} (\dot{\psi}_i^M - \dot{\psi}_i^0)^2$.

Substituting (17) into (15), we have

$$V'_i \leq -k_i z_i^2 - k_i z_i^2 - \sigma_{i1} \dot{\psi}_i^2 + \lambda_i$$

$$+ z_i \dot{z}_i + \Theta_i \Gamma_i^{-1} (\dot{\theta}_i - z_i \dot{\theta}_i)$$

The time derivative of $\alpha_i$ can be expressed as

$$\dot{\alpha}_i = d \alpha_i = \frac{\partial \alpha_i}{\partial x_{i2}} x_{i2} + \frac{\partial \alpha_i}{\partial \dot{\psi}_i} \dot{\psi}_i + \frac{\partial \alpha_i}{\partial \Theta_i} \dot{\Theta}_i + \frac{\partial \alpha_i}{\partial x_{i1}} (x_{i3} + \Theta_i^\top \dot{\phi}_i)$$

and

$$\frac{\partial \alpha_i}{\partial x_{i2}} = -(k_i + k_i) - \dot{\psi}_i (1 - \dot{w}_i^2) / \dot{\psi}_i + \dot{\theta}_i / M_i$$

Because $d_{i1}$ and $d_{i2}$ are all bounded and $\dot{\alpha}_i$ is bounded too, we know $d_{i3} = d_{i3} - \frac{\partial \alpha_i}{\partial x_{i2}} d_{i1}$ is also bounded. So we define $|d_{i3}| \leq \psi_{i2}$, where $\psi_{i2}$ is an unknown positive constant.

Now, we define the Lyapunov function of the whole subsystem as

$$V_i = V'_i + \frac{1}{2} z_i^2 + \frac{1}{2 \gamma_i^2} \dot{\psi}_i^2$$

where $\gamma_i$ is a given positive constant; $\dot{\psi}_i = \dot{\psi}_{i2} - \dot{\psi}_{i2}^M$ is parameter estimation error; $\dot{\psi}_{i2}$ is the dynamic estimation of $\psi_{i2}^M$, and $\dot{\psi}_{i2} = \max \{\dot{\psi}_{i2}, \dot{\psi}_{i2}^0\}$; $\dot{\psi}_{i2}^0$ is a given positive constant.

The time derivative of (9) is given by

$$V'_i \leq -k_i z_i^2 - k_i z_i^2 - \sigma_{i1} \dot{\psi}_i^2 + \lambda_i$$

$$+ z_i (v_i + z_i + \theta_i \phi_i + d_{i1} - \dot{\alpha}_i)$$

$$+ \Theta_i \Gamma_i^{-1} (\dot{\theta}_i - z_i \dot{\theta}_i) + \frac{1}{\gamma_i} \dot{\psi}_{i2} \dot{\psi}_{i2}$$

Now defining the virtual control law as

$$v_i = -z_i - k_i z_i - \Theta_i \phi_i - \beta_i + d \alpha_i$$

where $k_i$ is a given positive constant and $\beta_i$ is the compensation term for $d_{i3}$, we can have

$$V'_i \leq -k_i z_i^2 - k_i z_i^2 - k_i z_i \dot{\psi}_i + \lambda_i$$

$$+ z_i (d_{i1} - \beta_i) + \frac{1}{\gamma_i} \dot{\psi}_{i2} \dot{\psi}_{i2}$$

$$+ \Theta_i \Gamma_i^{-1} \dot{\theta}_i - (z_i - z_i \dot{\theta}_i) \phi_i_i - z_i \dot{\theta}_i$$

(11)

It is similar to (7) that if we define

$$\begin{align*}
\dot{\psi}_{i2} &= \gamma_i [z_i w_i - \sigma_{i2} (\psi_{i2} - \psi_{i2}^0)] \\
\beta_{i2} &= \psi_{i2} w_i \\
w_{i2} &= \tanh \left( \frac{\zeta_i}{\varepsilon_{i2}} \right)
\end{align*}$$

where $\sigma_{i2}$ and $\varepsilon_{i2}$ are given positive constants, we can have

$$z_{i3} (d_{i1} - \frac{\partial \alpha_i}{\partial x_{i2}} d_{i1} - \beta_{i2}) + \frac{1}{\gamma_i} \dot{\psi}_{i2} \dot{\psi}_{i2}$$

$$\leq -\frac{\sigma_{i2}}{2} \dot{\psi}_{i2}^2 + \lambda_{i21}$$

where $\lambda_{i21} = \frac{\varepsilon_{i1}}{2} \dot{\psi}_i^2 + \frac{\sigma_{i2}}{2} (\dot{\psi}_{i2}^M - \dot{\psi}_{i2}^0)^2$.

Now, the adaptive law of $\theta_i$ is given as

$$\dot{\theta}_i = \Gamma_i [(z_i - z_i) \theta_i + z_i \psi_{i2} - \sigma_{i0} (\dot{\theta}_i - \theta_i^0)]$$

where $\sigma_{i0}$ is a given positive constant and $\theta_i^0$ is a given constant vector.

Using the adaptive law of (14), we know that

$$\Theta_i \Gamma_i^{-1} \dot{\theta}_i - (z_i - z_i \dot{\theta}_i) \phi_i - z_i \dot{\theta}_i$$

$$= -\sigma_{i0} \Theta_i \Gamma_i^{-1} \dot{\theta}_i - \sigma_{i0} \Theta_i \Gamma_i^{-1} \dot{\theta}_i$$

where $\lambda_{i22} = \frac{\sigma_{i0}}{2} |\theta_i - \theta_i^0|^2$.

Substituting (13) and (15) into (11), we have

$$V'_i \leq -k_i z_i^2 - k_i z_i^2 - k_i z_i \dot{\psi}_i + \lambda_i$$

$$+ z_i (d_{i1} - \beta_i) + \frac{1}{\gamma_i} \dot{\psi}_{i2} \dot{\psi}_{i2}$$

$$+ \Theta_i \Gamma_i^{-1} \dot{\theta}_i - (z_i - z_i \dot{\theta}_i) \phi_i - z_i \dot{\theta}_i$$

where $\lambda_i = \lambda_{i1} + \lambda_{i21} + \lambda_{i22}$.

Let $c_i = \min \{2 k_i, 2 k_i, 2 k_i, \sigma_{i1} \gamma_i, \sigma_{i2} \gamma_i, \frac{\sigma_{i0}}{\lambda_{i22}} \}$, we have

$$V'_i \leq -c_i V_i + \lambda_i$$

Now, the excitation control law for the $i$th generator can be derived by

$$E_{i} = \frac{T_{i0}}{I_{qi}} \left( -\frac{M_i}{e_{01} v_i} + \frac{P_{i0}}{I_{d0}} - E_{i} \right)$$

where $P_{i0}$ and $I_{d0}$ are given positive constants.

The control law in (17) is always valid since in general $I_{d0} \neq 0$. Under this condition, the feedback linearization controller can drive the angle $\delta_i$ to the desired value $\delta_i^d$. 

The above equation guarantees that

(a) $z_i, \dot{\theta}_i, \ddot{\psi}_i, \dot{\psi}_{i2}$ are all uniformly ultimately bounded;

(b) Given any constant $\mu_i > \mu_i^\ast = \sqrt{2 \lambda_i / c_i}$, there exists $T < T_{i}$ such that, for $T < T_{i} \leq \infty$, $|z_i(t)| \leq \mu_i, (j = 1, 2, 3)$.

Because $y_i = x_i = z_i$, the output $y_i$ is regulated to a small neighborhood of zero, as shown in (b).

Finally, the excitation control law for the $i$th generator can be derived by

$$E_{i} = \frac{T_{i0}}{I_{qi}} \left( -\frac{M_i}{e_{01} v_i} + \frac{P_{i0}}{I_{d0}} - E_{i} \right)$$

(17)
Remark 1. The model (2) is based on local dynamic information, so the controller designed will be local and decentralized, and independent of network topology or load conditions.

Remark 2. It is clear that the designed controller is adaptive to uncertain parameters $D_i$, $X_{di}$, and $X'_{di}$. In fact, the changes of uncertain parameters within limited bounds in the dynamic model are very small disturbances to the system, and the controller can stabilize the system rapidly so is said to be adaptive to parameter uncertainties.

Remark 3. The designed controller is robust to bounded model errors or disturbances. In the control design, the bounds of errors are not fixed and are estimated by dynamic estimators. The advantage of the estimator approach is that it can improve the system performance noticeably if we set $\psi^0_i$ and $\psi'^0_i$ to be very small since the controller allows large error during transients, while it may be very small when the system settles in steady state.

Remark 4. Because $\dot{I}_{qi}$ can not be obtained from its equation, we can use a tracking differentiator (TD), which can track the differential of the input signal with high precision and fast converging speed [16], to obtain the tracking signal of $\dot{I}_{qi}$. In (1), we assume $P_{mi}$ as constant. Actually there is no difficulty to consider different governor dynamic models if $P_{mi}$ dynamics can be obtained from a TD.

IV. COMPUTER SIMULATION STUDIES

The computer test has been conducted on a 4-machine interconnected power system [17] (see Fig. 1). Time simulation is conducted to verify the effectiveness of the suggested new controller. The system data can be found in [18].

![Fig. 1. A 4-machine test power system single-line diagram](image)

In the time simulation, all the machines use the 6th order model with $(\delta_i, \omega_i, E'_i, E'^i, E''_i, E''^i)$ as state variables and saturation effect of all machines is considered. The governor dynamics are neglected. The loads are represented by constant impedances. The output limits of all excitors are set as [0, 5].

Desired uncertain parameter values, which are different from real values, are given to be the initial values of the estimation dynamic. They are:

$$\theta^0_i = [3, 1]^T, \psi'^0_i = \psi'^0_i = 0. \quad (i = 1 \sim 4)$$

The parameters of AVR+PSS controllers are optimized so that the controllers have good enough performances, while the control parameters are carefully selected as below:

$$k_{11} = 1, k_{12} = 3, k_{13} = 5, \gamma_{11} = \gamma_{12} = 10$$

$$\psi_{11} = \psi_{12} = \sigma_{11} = \sigma_{12} = \sigma_{1\theta} = 1$$

$$\Gamma_i = \begin{bmatrix} 10 & 0 \\ 0 & 10 \end{bmatrix} \quad (i = 1 \sim 4)$$

The fault considered in the simulation is: a 3-phase short fault happens on line 101-3 close to bus 101 at 0.1s; the fault line trips at 0.2s; line 13-101 is tripped for an unknown reason at t=4s.

The effect of the designed nonlinear robust adaptive controller (NRAC) and the conventional AVR+PSS excitation system are compared through rotor angle dynamics with generator 4 taken as reference machine and four machines all equipped with NRAC and AVR+PSS respectively.

Machine angle swings in the test case are shown in Fig. 2.

![Fig. 2. Machine angle swing dynamics (--- AVR+PSS; — NRAC)](image)

From Fig. 2 we can see that the designed new controllers behave very well in improving power system transient stability when the system is subject to large disturbances. The new controllers not only improve first-swing stability of machine angles but also damp angle swings more quickly than conventional exciters, as we can see from Fig. 2.

In the test case, the machine angles are all driven to the desired values which are given to be equal to the initial values in the simulation, so the angle swings all converge to the neighborhood of their initial values, which can be seen from the figure above.

Parameter estimation dynamics are shown in Fig. 3.

![Fig. 3. Parameter estimation dynamics (a)-(d) represents $\hat{\theta}_{11}$, $\hat{\theta}_{12}$, $\hat{\psi}_{11}$ and $\hat{\psi}_{12}$ respectively)](image)

It can be seen that the parameter estimations all converged to the neighborhoods of the given initial values very quickly. In fact, we don’t care too much about how much the exact parameters are; but we do care if the estimated parameters can converge quickly to an acceptable neighborhood of the given
ideal values. Therefore the plots in Fig. 3 show the adaptive controller has acceptable dynamic performance.

Machine terminal voltages are shown in Fig. 4. The terminal voltages are expected to be within 0.9 and 1.1. From Fig. 4 we can see that machine terminal voltages are all acceptable.

![Machine terminal voltages](image)

Fig. 4 Machine terminal voltages ((a)-(d) represents terminal voltage of machine 1-4 respectively)

Machine excitation voltages (controller output) are shown in Fig. 5. The output limits are set as [0, 5] pu. It can be seen in the figure that the controllers agilely stabilized the power system angle swing through its fast regulation after faults happened. The curves are smooth and bounded, so is realizable.

![Machine excitation voltages](image)

Fig. 4 Machine excitation voltages ((a)-(d) represents excitation voltage of machine 1-4 respectively)

V. CONCLUSION

A nonlinear robust adaptive excitation control has been proposed for multi-machine power systems. The designed controller is locally implemented and de-coupled with the network and system loading conditions. The designed controller is robust to model errors or disturbances and adaptive to unknown machine parameters. It is proved that the controller design guarantees the uniform ultimate boundedness of all system states; and the power angles can converge to the neighborhoods of the given ideal values. Computer test results demonstrate the effectiveness of the suggested controller. The problems of optimal selection of controller parameters and optimal allocation of the controllers in a power system are worth further study.
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