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Abstract—The discrimination of ECG signals using nonlinear dynamic parameters is of crucial importance in the cardiac disease therapy and chaos control for arrhythmia defibrillation in the cardiac system. However, the discrimination results of previous studies using features such as maximal Lyapunov exponent (λmax) and correlation dimension (D2) alone are somewhat limited in recognition rate. In this paper, improved methods for computing λmax and D2 are purposed. Another parameter from recurrence quantification analysis is incorporated to the new multi-feature Bayesian classifier with λmax and D2 so as to improve the discrimination power. Experimental results have verified the prediction using Fisher discriminant that the maximal vertical line length (Vmax) from recurrence quantification analysis is the best to distinguish different ECG classes. Experimental results using the MIT-BIH Arrhythmia Database show improved and excellent overall accuracy (96.3%), average sensitivity (96.3%) and average specificity (98.15%) for discriminating sinus, premature ventricular contraction and ventricular flutter signals.

I. INTRODUCTION

There have been considerably studies of the deterministic chaotic behavior of heartbeat signals and it is highly desirable to control such cardiac chaos [1]. In particular, cardiac chaos control of arrhythmia for defibrillation using “anticontrol” algorithm, which maintains a desired level of chaoticity by achieving certain target values of nonlinear dynamic parameters, has shown to be capable of avoiding pathological behavior [2]. Therefore, the discrimination of ECG signals using nonlinear dynamic parameters is of crucial importance in the cardiac disease therapy and chaotic control for arrhythmia defibrillation in the cardiac system. Typical nonlinear dynamic parameters are the maximal Lyapunov exponent (λmax) and correlation dimension (D2). Although there have been a number of studies in discriminating ECG signals using these nonlinear dynamic parameters [3], the results are not satisfactory. In our previous study [4], it was found that better discrimination results can be obtained if the Kantz algorithm is used to estimate λmax in ECG signals than the Wolf algorithm [3]. In this paper, we propose to improve the discrimination power by employing multiple features [5]. More precisely, another nonlinear dynamic parameter will be incorporated to this classifier with the two typical parameters, λmax and D2, to form a multi-feature discriminator with improved discrimination power. Eight features from recurrence quantification analysis (RQA) [6], which is the extension of a graphical method called recurrence plot (RP) analysis [7], were computed. Fisher’s method predicts that Vmax, which is the maximum vertical line length, is the best feature to distinguish different ECG classes. The discrimination results by using each of the eight features match Fisher’s prediction. Thus, the additional parameter to the multi-feature discriminator is Vmax. Since D2 is rather difficult to be estimated accurately in practice, the discrimination performance of classifiers based solely on this feature is usually limited [3]. To overcome this problem, an improved method to estimate D2 is also proposed in this paper. To evaluate the performance of the proposed approach, multi-feature discrimination, which combines λmax, D2 and Vmax, is applied to ECG datasets from the MIT-BIH Arrhythmia Database to discriminate normal and pathological ECG signals. Experimental results show that the overall accuracy, average sensitivity and average specificity obtained for discriminating sinus, premature ventricular contraction and ventricular flutter signals are respectively 96.3%, 96.3% and 98.15% which are significantly better than the conventional methods in [3].

II. METHODS

Phase space reconstruction [8] is the first step to compute the dynamical parameters λmax, D2 and Vmax. Given the time series {x(t), an m-dimensional phase portrait Yi is reconstructed such that Yi = {x(t), x(t+τ), . . . , x(t+(m−1)τ)}, where τ is the time delay determined by finding the first minimum of mutual information. When m > 2D + 1, where D is the fractal dimension, the reconstructed phase space is topologically equivalent to the original system.

In [4], the Kantz algorithm was proposed to estimate λmax of ECG signals. λmax is a quantitative measure to describe how small changes in the state of a system grow at an exponential rate in the phase space. To compute λmax, the
logarithm of the average evolved distance separation after a relative time interval $\Delta n$ over all neighbours of the trajectory point $Y_i$ within the region of a predefined small diameter is computed and averaged over a set of trajectory points as:

$$S(\Delta n) = \frac{1}{T} \sum_{t=1}^{T} \log_2 \sum_{i \in U(Y_i)} \frac{\text{dist}(Y_i, Y_i; \Delta n)}{|U(Y_i)|},$$  

(1)

where the distance is defined as $\text{dist}(Y_i, Y_i; \Delta n) = |x_{t+(m-1)r+\Delta n} - x_{t+(m-1)r+\Delta n}|$, $U(Y_i)$ is the set of neighbourhoods of $Y_i$, and $|U(Y_i)|$ is the number of neighbours of $Y_i$. Within some ranges of $\Delta n$, $S(\Delta n)$ exhibits a linear increase in $\Delta n$ whereas its slope is an estimate of $\lambda_{\text{max}}$.

On the other hand, the feature $D_2$ described in [3] represents the geometric structure of the underlying system and is defined by:

$$D_2 = \lim_{r \to 0} \log_2 C_m(r)/\log_2 r,$$  

(2)

where $m$ is the dimension of the phase space, and $C_m(r)$ is the correlation integral defined as:

$$C_m(r) = \lim_{N \to \infty} \frac{2}{N(N-1)} \sum_{i=1}^{N} \sum_{j=i+1}^{N} \Theta(r - |Y_i - Y_j|)$$  

(3)

where $\Theta$ is the Heaviside step function satisfying $\Theta(x) = 1$ for $x > 0$ and $\Theta(x) = 0$ for $x \leq 0$. According to the algorithm in [3], $D_2$ is estimated by the local slope in the scaling region of the $\log_2 C_m(r)/\log_2 r$ plot. However, there is a practical difficulty in determining accurately where the proper scaling region is. There have been some methods to solve this problem in the literature [3], but they are not satisfactory at least in the application of ECG signal analysis. A new method is proposed in this paper. Despite the fact that $D_2$ is unaffected under different $m$ as long as $m > 2D + 1$, practically its estimated value will not be exactly the same for different $m$. Therefore it makes sense to find a scaling region in the $\log - \log$ plot where the slope in this region is least affected by the change of $m$. For this purpose we make such plots for different $m$, and let the scaling region to be that around the following estimated point $r_0$:

$$r_0 = \arg \max_r \frac{\text{mean}(d \log_2 C_m(r)/d \log_2 r)}{\text{std}(d \log_2 C_m(r)/d \log_2 r)},$$  

(4)

where $\text{std}(y)$ stands for the standard deviation of $y$, $D_2$ is then estimated by the average slope at this point:

$$D_2 = \text{mean}(d \log_2 C_m(r_0)/d \log_2 r_0).$$  

(5)

The method of recurrence plot (RP) was first introduced to visualize the time dependent behavior of the dynamics of systems [7]. It represents the recurrence of the phase space trajectory to a certain state, which is a fundamental property of deterministic dynamical systems. The main step of this visualization is the calculation of the $N \times N$ matrix,

$$R_{i,j} = \Theta(\epsilon_i - \|Y_i - \bar{Y}_j\|), \quad i,j = 1, \ldots, N,$$  

(6)

where $\epsilon_i$ is a cutoff distance defining a sphere centered at $\bar{Y}_i$, $\|\cdot\|$ is a norm (e.g. the Euclidean norm), and $\Theta(x)$ is the Heaviside function. If $\bar{Y}_j$ falls within the sphere, the state will be close to $\bar{Y}_i$ and thus $R_{i,j} = 1$.

Recurrence quantification analysis (RQA) was then developed to quantify an RP [9] [10]. Some measures are extracted from the RP based on the recurrence point density and the diagonal structures in the recurrence plot, which are the recurrence rate (RR), the determinism (DET), the maximal length of diagonal structures ($L_{\text{max}}$), the average length of the diagonal structures ($L$), and the entropy (ENT). Gao has recently introduced some measures from the RP based on the vertical structures in the RP, which are the laminarity (LAM), the trapping time (TT), and the maximal length of vertical structures ($V_{\text{max}}$) [11].

Fisher’s method, as described below, was used to determine which feature among the eight extracted from the RP is the best to distinguish the three ECG classes. Denote the overall mean for each feature in the three ECG classes as:

$$\bar{\mu}_Y = \left( \sum_{i=1}^{g} \mu_{i,Y} / g \right), \quad g = 3,$$  

(7)

where $\mu_{i,Y}$ is the mean of a feature in the $i$th class. Fisher’s discriminant, which is the ratio of the data variability among the classes (the square of difference between each class mean and overall mean), to the common variability within classes (the variance of the total population), is calculated for each feature $f_k$ from the RP:

$$a_k = \sum_{i=1}^{g} (\mu_{i,Y} - \bar{\mu}_Y)^2 / \sigma_{\text{Y}}^2,$$  

(8)

where $\sigma_{\text{Y}}^2$ is the variance of population $Y$. Fisher’s discriminant measures the discrimination power of each feature. The best feature is $f_{k_{\text{opt}}}$ where $k_{\text{opt}} = \arg \max_k (a_k)$.

With the estimated dynamic parameters, multi-feature based Bayesian and minimum distance discriminators can be constructed and used to classify normal and abnormal ECG signals.

### III. Experimental design and results

The proposed method is evaluated using the ECG signals from the MIT-BIH Arrhythmia Database [12]. The data sets used were sinus, premature ventricular contraction (PVC) and ventricular flutter (VF). Each type consists of 54 independent signals, each with 3-second long.

After reconstructing the phase space, we showed the associated maximal Lyapunov exponent curves $S(\Delta n)$ against $\Delta n$ of the three ECG classes are shown in Fig. 1, where the dotted lines are the slope estimators obtained by least-square fit and the correlation integral curve $\log_2 C(r)$ against $\log_2 r$ and its instantaneous slope of a sinus signal in Fig. 2, where the curves from the bottom to top correspond to $m = 3, 4, \ldots, 10$, respectively. From Fig. 1, the three slopes in the linear region are all positive and distinct, indicating the different chaotic natures of ECG signals in these three classes. In Fig. 2, $D_2$ is estimated to be 2.65.

The recurrence plots of the three ECG classes are shown in Fig. 3 (a), (b) and (c) where black dots mark a recurrence.

The ratio $a_k$ in Fisher’s method is computed for each feature from RP and it is shown in Table I. The Fisher
prediction matches the classification result that \( V_{\text{max}} \) gives the highest overall accuracy if each of the ten features is used for distinguishing the three ECG classes (Table II). \( V_{\text{max}} \) reveals information about the time duration of the laminar states, i.e. chaos-chaos transitions, thus making the investigation of intermittency possible. \( V_{\text{max}} \) is analogous to the standard RQA measure, the maximal length of diagonal structures \( L_{\text{max}} \) [10].

Since \( V_{\text{max}} \) from RP has attained highest overall accuracy in the classification, it is incorporated into the multi-feature classifier with \( \lambda_{\text{max}} \) and \( D_2 \) to improve the classification performance.

Table IV shows \( \lambda_{\text{max}} \), \( D_2 \) and \( V_{\text{max}} \) of the three types of ECG signals. The discrimination results for the Bayesian and minimum distance discriminators using respectively the \( \lambda_{\text{max}} \), \( D_2 \), \( V_{\text{max}} \) and their combination as the feature vectors are shown in Table III. The overall accuracy, average sensitivity and average specificity for discriminating the three ECG classes using the proposed multi-feature Bayesian discriminator are 96.3%, 96.3% and 98.15%, respectively. It can be seen that, for the same set of feature vectors, the use of the Bayesian discriminator gives better discrimination results than minimum distance discriminator because it makes use of the prior information in the sample statistics. The improved discriminating result suggests that the combination of these three chaotic parameters could effectively describe different levels of chaoticity of the three types of ECG signals. Hence, these three dynamic parameters have great potential in controlling cardiac chaos for arrhythmia defibrillation by using the anticontrol algorithm for cardiac disease therapy.
TABLE I

<table>
<thead>
<tr>
<th>Feature</th>
<th>RR</th>
<th>DET</th>
<th>L</th>
<th>$L_{\text{max}}$</th>
<th>ENT</th>
<th>LAM</th>
<th>TT</th>
<th>$V_{\text{max}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_k$</td>
<td>2.41</td>
<td>1.39</td>
<td>1.85</td>
<td>1.55</td>
<td>2.02</td>
<td>1.59</td>
<td>2.49</td>
<td>2.56</td>
</tr>
</tbody>
</table>

TABLE II

<table>
<thead>
<tr>
<th>Feature</th>
<th>$V_{\text{max}}$</th>
<th>TT</th>
<th>RR</th>
<th>ENT</th>
<th>L</th>
<th>LAM</th>
<th>$L_{\text{max}}$</th>
<th>DET</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall Accuracy (%)</td>
<td>88.9</td>
<td>81.5</td>
<td>78.4</td>
<td>71.6</td>
<td>66.7</td>
<td>63.0</td>
<td>60.5</td>
<td>62.7</td>
</tr>
</tbody>
</table>

TABLE III

<table>
<thead>
<tr>
<th>Discriminator</th>
<th>Bay.</th>
<th>MD</th>
<th>Bay.</th>
<th>MD</th>
<th>Bay.</th>
<th>MD</th>
<th>Bay.</th>
<th>MD</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{\text{max}}$</td>
<td>$\lambda_{\text{max}}$</td>
<td>$D_2$</td>
<td>$D_2$</td>
<td>$V_{\text{max}}$</td>
<td>$V_{\text{max}}$</td>
<td>$\lambda_{\text{max}}, D_2$</td>
<td>$\lambda_{\text{max}}, D_2$</td>
<td>$\lambda_{\text{max}}, D_2, V_{\text{max}}$</td>
</tr>
<tr>
<td>Average sensitivity</td>
<td>88.02</td>
<td>77.78</td>
<td>40.95</td>
<td>44.31</td>
<td>88.89</td>
<td>85.8</td>
<td>91.16</td>
<td>86.33</td>
</tr>
<tr>
<td>Average specificity</td>
<td>91.17</td>
<td>88.89</td>
<td>82.43</td>
<td>73.18</td>
<td>94.44</td>
<td>92.9</td>
<td>93.30</td>
<td>92.07</td>
</tr>
<tr>
<td>Overall accuracy</td>
<td>85.19</td>
<td>77.78</td>
<td>49.38</td>
<td>45.06</td>
<td>88.89</td>
<td>85.8</td>
<td>88.89</td>
<td>85.26</td>
</tr>
</tbody>
</table>

TABLE IV

<table>
<thead>
<tr>
<th>Feature</th>
<th>Sinus</th>
<th>PVC</th>
<th>VF</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\lambda_{\text{max}}$</td>
<td>15.48 ± 2.23</td>
<td>21.54 ± 3.00</td>
<td>31.97 ± 8.37</td>
</tr>
<tr>
<td>$D_2$</td>
<td>2.78 ± 1.07</td>
<td>1.92 ± 0.70</td>
<td>2.14 ± 0.48</td>
</tr>
<tr>
<td>$V_{\text{max}}$</td>
<td>162.91 ± 13.92</td>
<td>211.41 ± 42.91</td>
<td>34.59 ± 27.03</td>
</tr>
</tbody>
</table>

IV. Conclusion

We have applied nonlinear dynamic analysis to quantitatively differentiate sinus, PVC and VF by three nonlinear dynamic parameters $\lambda_{\text{max}}, D_2$ and $V_{\text{max}}$. Kantz algorithm, instead of Wolf algorithm in previous studies, is used to estimate $\lambda_{\text{max}}$ with improved discriminating power. Great improvement in $D_2$ estimation is also obtained by introducing a new method to determine the scaling region of the correlation integral plot. Experimental results have verified Fisher’s prediction that the maximal vertical line length ($V_{\text{max}}$) among the other seven features from RQA is the best to distinguish different ECG classes. Experimental results using the MIT-BIH Arrhythmia Database show that significant improvement can be obtained by using $\lambda_{\text{max}}, D_2$ and $V_{\text{max}}$ as a combination in multi-feature discrimination. It also reveals the possibility of accurate cardiac chaos control using the anticontrol algorithm and better cardiac disease therapy, as these three parameters define distinct levels of chaoticity among different ECG classes.
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