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Abstract—This paper proposes an object-based approach to plenoptic videos, where the plenoptic video sequences are segmented into image-based rendering (IBR) objects each with its image sequence, depth map and other relevant information such as shape information. This allows desirable functionalities such as scalability of contents, error resilience, and interactivity with individual IBR objects to be supported. A portable capturing system consisting of two linear camera arrays, each hosting 6 JVC video cameras, was developed to verify the proposed approach. Rendering and compression results in real-world scenes demonstrate the usefulness and good quality of the proposed approach.

I. INTRODUCTION

Image-based rendering (IBR) is an emerging and promising technology for photo-realistic rendering of scenes and objects from a collection of densely sampled images and videos. Since the data size of image-based representations is usually very large, the capturing, storage, transmission and effective rendering are the fundamental problems in IBR research. Interested readers are referred to a recent survey for more information [1]. In [2], a class of dynamic image-based representations called the plenoptic videos is proposed for capturing dynamic scenes. It is based on a simplified light field of dynamic scenes with viewpoints being constrained along a series of line segments instead of a 2D plane as shown in Fig. 5. Hence, it is a four-dimensional plenoptic function [3]. The main motivation of limiting the vertical dimension of the light field is to reduce the hardware complexity of the real-time capturing systems. Plenoptic videos are also closely related to multiview video sequences. However, plenoptic videos usually rely on denser sampling in regular geometric configurations to improve the rendering quality. In addition, the random access to individual pixels in the compressed data stream, so-called the random access problem in IBR, is usually required for rendering intermediate views.

One difficult problem of rendering light fields and plenoptic videos is the excessive artifacts due to depth variations. If the scene is free of occlusions, then the concept of plenoptic sampling [4] can be applied to determine the sampling rate in the camera plane. Unfortunately, because of depth discontinuities around object boundaries, the sampling rate is usually insufficient and significant rendering artifacts due to occlusion are observed. Moreover, appropriate mean depths for objects have to be determined to avoid blurring within the objects and ghosting at the boundaries. Thus, depth segmentation or some kind of depth information is necessary in order to improve the rendering quality. Motivated by Gortler et al.’s work on lumigraph [5] and the layered depth images of Shade [6], we assume that each image pixel in a light field has a color as well as a depth value. Instead of using a global depth map, this representation, which can be viewed as local depth images between successive cameras, is less sensitive to errors in camera position and depth maps encountered in practical multi-camera systems. Due to the limited amount of information that we can gather from images and videos, a very high-resolution depth map is usually not available. Besides, the data rate of these detailed depth maps sequences is very high. Fortunately, plenoptic sampling tells us that dense sampling of image-based representation will tolerate this variation within the segments by interpolating the plenoptic function. In other words, it is highly desirable to focus on objects with large depth discontinuities. By properly segmenting into objects at different depths, the rendering quality in large environment can be considerably improved using mean depth values [7].

These observations motivate us to develop in this paper an object-based approach to plenoptic videos, where the plenoptic video sequences are segmented into IBR objects, each with its image sequence, depth map and other relevant information such as shape information. Therefore, desirable functionalities such as scalability of contents, error resilience, and interactivity with individual IBR objects can be incorporated. For example, IBR objects can be processed, rendered and transmitted separately. The IBR objects can be obtained by the semi-automatic segmentation tool in [8]. A MPEG-4 like object-based algorithm is also developed for compressing the video texture associated with the alpha maps. A simple method for detecting possible occlusions during rendering and estimating the rendered pixels is also proposed. This can be viewed as a spatially varying reconstruction filter in the frequency domain. Basically, our rendering algorithm explores and observes the physical model and constraints of image formation so that the rendering quality can be improved at lower sampling rate. To verify the proposed approach, a portable plenoptic video system, which consists of two linear arrays each carrying 6 video cameras, for large and dynamic environment scenes was constructed. The rendering and compression results were very satisfactory, which demonstrate the usefulness of the proposed object-based approach.

The paper is organized as follows. The system configuration for the proposed plenoptic video system is described in Section 2. The sampling and reconstruction issues of the plenoptic video are discussed in Section 3. Section 4 is devoted to the rendering of the IBR objects. The proposed object-based compression algorithm is presented in Section 5. Experimental results are presented in Section 6. Finally, conclusions are drawn in Section 7.

II. THE CAPTURING SYSTEM

Previous attempts to generalize image-based representations to dynamic scenes are mostly based on 2D panoramas. These include the QuickTime VR [9] and panoramic videos [10]. The panoramic video is a sequence of panoramas created at different locations along a path in space, which can be used to capture dynamic scenes at a stationary location or in general along a path with 360 degrees of viewing freedom. The plenoptic video described in this paper is a simplified light field for dynamic environment, where the viewpoints of the user are constrained along line segments
instead of a 2D plane in [11]. This greatly reduces the complexity of the dynamic IBR system. However, unlike panoramic videos, users can still observe significant parallax and lighting changes along the line segments. More recently, there were attempts to construct light field video systems for different applications and characteristics. These include the Stanford multi-camera array [12], the 3D rendering system of Naemura et al. [13], and the (8×8) light field camera of Yang et al. [14]. The Stanford array consists of more than one hundred of cameras and is intended for large environment applications. It uses low cost CMOS sensor and dedicated hardware for real-time compression. The systems in [14] and [15] consist of respectively 16 and 64 cameras and are intended for real-time rendering applications.

Fig. 1 shows the proposed plenoptic video system used to capture dynamic scenes. This system consists of two linear arrays of cameras, each hosting 6 JVC video cameras. The spacing between successive cameras in the two linear arrays is 15cm and the angle between the arrays can be flexibly adjusted. More arrays can be connected together to form longer segments. Because the videos are recorded on tapes, the system is also more portable for capturing outdoor dynamic scenes. Along each linear camera array, a 4D simplified dynamic light field is captured, and the user’s viewpoints are constrained along the linear arrays of video cameras. The use of multiple linear arrays allows the user to have more viewing freedom in sport events and other life performance. The proposed system represents a design tradeoff between simplicity and viewing freedom. Other configurations can also be employed. The cameras are calibrated using the method in [16]. In order to use this method to calibrate our camera array, a large reference grid was designed so that it can be seen simultaneously by all the cameras. Using the extracted intrinsic and extrinsic parameters of the cameras, the videos of the cameras can be rectified for rendering. After capturing, the video data stored on the tapes can be transmitted to computers through FireWire interface. All these components are relative inexpensive and they can readily be extended to include more cameras.

III. SAMPLING AND RECONSTRUCTION

In plenoptic sampling [4], the number of pictures to render a given scene or the sampling density was studied. For the standard two-plane ray space parameterization, the camera plane and the focal plane are respectively parameterized by the parameters (s,t) and (u,v). Each ray in the parameterization is uniquely determined by the quadruple (u,v,s,t). For fixed values of s and t, we obtain an image taken at a location indexed by (u,v). Interested readers are referred to [5], [11] for more details. Assuming a pinhole camera model, the pixel value observed is the convolution of the plenoptic function I(v,t) with the point spread function. If we know the spectral support of the Fourier transform of I(v,t) : L(Ωv, Ωt), then it is possible to apply the sampling theorem to predict the required sampling density. Assuming that there are no occlusions or depth discontinuities, it was found that the spectral support of L(Ωv, Ωt) is dependent on the depth of the objects as shown in Fig. 2(a) for a 2D light field. From the figure, it can be seen that objects at a certain depth z will appear as a line in the frequency domain. Thus, if the maximum and minimum depth values are known, a reconstruction filter using the mean depth of the scene can be used to reconstruct the light fields from its sampling and it also defines the sampling density for a given sampling geometry.

This result allows us to determine the sampling rate for proper reconstruction of the light field and to avoid undesirable aliasing effects. Since the Fourier transform of a light field is a global frequency description of the entire light field, it only gives us the frequency components or spectrum in the entire light field, but not its local behavior. For scenes with large depth variations, objects with different depth values will contribute to the entire spectrum. If we window the light field at a particular location (u,v,s,t), and compute its Fourier transform at this location, it will give us its local frequency content. For regions with less depth variations, we would expect a spectrum similar to that shown in Fig. 2(b) with an orientation predicted approximately by plenoptic sampling. A reconstruction filter tailored for this particular mean depth can be used to reconstruct the light field locally. Therefore, the reconstruction filter should be spatially varying and it should depend on the local depth image of the light field. Ideal reconstruction filters with support shown in Fig. 2(a) usually have long filter length and they will cause ringing artifacts in reconstruction. The spatially varying reconstruction allows simpler reconstruction filter such as bilinear interpolation to be used, if the local mean depth of the region is known. Although the quality of rendering will be improved with the amount of depth information or geometric information we have, very accurate depth values are generally not required inside regions with limited depth variations according to plenoptic sampling.

At object boundaries, image pixels cannot be interpolated simply because of a discontinuity generated by the occlusion. Fortunately, the light field looks like a piecewise continuous 2D signal with pixels from foreground covering those from the background. If the objects are near coplanar and if they are at a large distance from the cameras, the magnitude of the discontinuity will be smaller and fewer artifacts will be generated. Therefore, the previous analysis using locally adaptive reconstruction filter and plenoptic sampling can be applied to individual objects except around the boundaries. In sampling theorem, the band-limited signal is reconstructed by interpolation of the data samples. On the other hand, in recovering piecewise continuous signals, the discontinuity has to be identified and interpolation/extrapolation are performed independently on each side of the discontinuity in order to avoid excessive artifacts. In other words, by exploring the structure of the light field or the physical geometry, it is possible to
reduce the sampling rate in order to get an acceptable reconstruction, provided that depth information, especially the location of the depth discontinuity, can be identified. Therefore, methods for detecting and handling occlusion are important issues. Rendering algorithms using this concept and the pixel-depth representation that we have mentioned earlier will be described in the next section. It is shown that the rendering quality can be significantly improved with additional depth information.

IV. RENDERING OF IBR OBJECTS

As mentioned earlier, an accurate global depth map is rather difficult to compute. Therefore, we assume that each image pixel in a light field has a color as well as a depth value. This is reasonable, especially when the light field is obtained from a 3D range scanner. The depth information is estimated for each IBR object after they have been segmented using Lazy snapping [8]. Using this information, it is possible to detect occlusion and interpolate the image pixels during rendering. In [17], a depth matching algorithm for rendering and post-processing of plenoptic video with depth information is proposed. This algorithm brought satisfactory rendering results, but the arithmetic complexity of this algorithm is very high. Here, an improved rendering algorithm with a much lower computational complexity is proposed.

More precisely, instead of finding the depth value of the image pixel to be rendered from the adjacent light field images, the two images are projected using the depth values of each pixel to the current viewing position. Considering the reconstruction of a pixel \( V \) in the viewing grid. If the two pixels obtained from projecting the left and right images to the position of pixel \( V \) have the same depth values, then there is no occlusion and the value of \( V \) can be interpolated from these pixels according to bilinear interpolation. On the other hand, if their depth values differ considerably (say larger than a threshold), then occlusion is said to be occurred. The projected pixel with a small depth value will then occlude the other. Therefore, the value of pixel \( V \) should be equal to the one with smaller depth value. Furthermore, if multiple pixels are projected to the location of pixel \( V \), the intensity of pixel \( V \) is assigned to the one with smallest depth value. If only one pixel from the left or right image is projected to the position of pixel \( V \), the intensity of pixel \( V \) is set to the intensity of this pixel. Finally, due to occlusion, pixel \( V \) might not have any projected pixels from adjacent light field images. In this case, we employ the image consistency concept to “guess” the intensity of these pixels [17] from neighboring rendered pixels using interpolation. A linear interpolation from the two image pixels just before and after this occlusion region is performed to cover all undetermined pixels.

V. OBJECT-BASED COMPRESSION

After the IBR objects have been extracted, they can be compressed individually to provide functionalities such as scalability of contents and interactivity with individual IBR objects. By sharing many useful concepts with the MPEG-4 standard, multiple video streams in the plenoptic video are encoded into user defined IBR objects. Moreover, we exploit both the temporal redundancy and spatial redundancy among video streams in the plenoptic video to achieve higher compression efficiency. In the proposed compression scheme, the texture coding of each IBR object is similar to the modified MPEG-2 algorithm for plenoptic videos [18]. Basically, the algorithm divides the video streams into groups where one of the video streams inside a group is encoded by the MPEG-4 algorithm. It is then used to provide spatial prediction to adjacent secondary video streams, which employs both temporal and spatial predictions to better explore the redundancy in the video streams. Fig. 6 shows the compression results for texture and shape coding in different bit rates achieved by using VM rate control algorithm. The curves denoted by “MPEG-4” represent the results using MPEG-4 without spatial prediction, while the ones denoted by “SP-3” and “SP-5” represent the coding results using the proposed algorithm with spatial prediction using 3 and 5 video streams, respectively. It can be seen that the real-scene IBR object Dance has a considerable improvement in PSNR performance (~1 dB) of the proposed object-based coding scheme over the direct application of the MPEG-4 to individual video object streams. The coding performances of SP-3 are slightly better than that of SP-5 because when the disparity between two video streams increases, spatial prediction becomes less effective. Since the data for each IBR object is self-contained, they can either be rendered individually or together.

VI. EXPERIMENTAL RESULTS

Two plenoptic videos are captured by our system: Poem and Dance. The resolution of these videos is 720x576. The Poem sequence represents a typical head and shoulder scene frequently encountered in 3D videophone, and the Dance sequence shows a fast movement scene. Fig. 3(a) and 4(a) show the snapshots of two sequences Poem and Dance captured by this system. The corresponding depth maps are shown in Fig. 3(b) and Fig. 4(b). Fig. 7 and Fig. 8 show the rendering results obtained by proposed rendering algorithm. In our study, we also compared the execution
time of the depth matching algorithm [17] and the proposed rendering algorithm. For rendering raw RGB video data in a Pentium 4 2.4 GHz computer, the depth matching algorithm requires on the average 1309.1ms and 2622.6ms to render respectively one frame of the synthetic plenoptic video Ball at a resolution of (320×240) [17] and the real-world plenoptic videos at a resolution of (720×576). For the improved algorithm, these two values are reduced respectively to 27.5ms and 128.3ms. Real-time rendering of plenoptic videos can thus be realized.

VII. CONCLUSION

We have presented an object-based approach to plenoptic videos, where the plenoptic video sequences are segmented into IBR objects each with its image sequence, depth map and other relevant information such as shape information. A portable capturing system consisting of two linear camera arrays, each hosting 6 JVC video cameras, was developed to verify the proposed approach. Rendering and compression results of real-world scenes demonstrate the usefulness and good quality of the proposed approach.
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