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ABSTRACT
In this paper, we revisit the topic of Gabor feature extraction for Chinese OCR. We adopt a very simple discriminant function to construct a maximum discriminant function based character recognizer. We experiment with a simple way of forming a feature vector for each character image by extracting Gabor features using one wavelength at locations uniformly sampled with one spatial resolution. Extensive experiments on large vocabulary Chinese OCR for both machine-printed and handwritten characters are performed by using large amount of training and testing data to demonstrate the effectiveness of the Gabor features for Chinese OCR. Using Gabor features as raw features, we have constructed several state-of-the-art Chinese OCR engines.

1. INTRODUCTION
After several decades of research, many advances have been achieved in the area of OCR (optical character recognition) for world’s main languages. Statistical pattern recognition approach (including artificial neural network) remains one of the most popular approaches being adopted to construct character recognizers in real products. When we started our research in Chinese OCR several years ago, we decided to try first a maximum discriminant function approach (e.g., [6]) to construct our Chinese character classifier. For this approach, suppose there are \( M \) character classes \( C_i \) each being modeled by \( K_i \) prototypes, \( \lambda_i = \{m_{ik}\}_{k=1}^{K_i} \) where each prototype \( m_{ik} \) is a \( D \) dimensional vector. We use \( \Lambda = \{\lambda_i\}_{i=1}^{M} \) to denote the set of prototype parameters. The aim of our character recognizer is to classify an input binary character image \( f(x, y) \) \( (x, y = 0, 1, \ldots, N - 1) \); \( f(x, y) \) takes the value of either 1 or 0 as one of the \( M \) classes. This is done in two steps: a feature analysis step and a pattern classification step. In the feature analysis step, the input image \( f(x, y) \) is analyzed and \( D \) raw features are measured to form a feature vector \( X \). In the pattern classification step, the feature vector \( X \) is compared with each of the \( M \) character models and a discriminant function is computed for each class \( C_i \) as follows:

\[
g_i(X; \Lambda) = -\min_k \|X - m_{ik}\|^2 = -\min_k \sum_{d=1}^{D}(X_d - m_{ikd})^2
\]

The class that gives the maximum discriminant function is considered to be the recognized class, i.e.,

\[X \in C_i \text{ if } i = \arg\max_j g_j(X; \Lambda)\]

and the value of \(-g_i(X; \Lambda)\) serves as the dissimilarity score for the hypothesized character \( C_i \). The set of parameters \( \Lambda \) can be trained from a set of training samples. It is well known that feature extraction is extremely important for this approach to achieve high yet robust recognition performance.

2. WHY GABOR FEATURES
After a literature survey, we realized that there are many feature extraction methods have been proposed in the OCR area, and none of them has become dominant. For the newcomers like us to this field, we were facing difficulties of choosing which method to use in our OCR system. Our experience in automatic speech recognition (ASR) told us that the currently dominant speech features used in ASR, namely mel-frequency cepstral coefficients (MFCC), mimic certain characteristics of human speech perception capability. This fact drives us to looking for the possible visual perception motivated features in image processing and computer vision areas that can also be used for character recognition. We found delightedly that there exist in literature such kind of features, namely Gabor features.

Marcelja [16] and Daugman [1] discovered that simple cells in the visual cortex can be modeled by Gabor functions [8]. The 2D Gabor functions proposed by Daugman are local spatial bandpass filters that achieve the theoretical limit for conjoint resolution of information in the 2D spatial and 2D Fourier domains [2]. New insights are also
gained in some recent studies by deriving 2D Gabor functions based on different criteria (e.g., [15, 17]). Families of self-similar 2D Gabor wavelets have been proposed and adopted for image analysis, representation, and compression (e.g., [3, 15]). Gabor filters have also been used extensively in various computer vision applications such as texture analysis, texture segmentation and classification, edge detection, etc. Furthermore, features extracted by using Gabor filters (we call them Gabor features) have been successfully applied to many pattern recognition tasks such as face recognition (e.g., [14]), Iris pattern recognition (e.g., [4]), fingerprint recognition (e.g., [12]), and character recognition (e.g., [7, 18, 5, 20, 9, 10]). It seems that Gabor features are good candidates for visual perception related pattern recognition applications. Although the effectiveness of Gabor features has been demonstrated in several OCR studies such as the recognition of both machine-printed and handwritten alphanumeric characters (e.g., [7, 18, 10]), and small to medium vocabulary Chinese characters (e.g., [5, 20, 9]), it is interesting to notice that in OCR area Gabor features have not become as popular as they have in face and Iris pattern recognition areas (e.g., [14, 4]). This situation is difficult for the new comers like us to understand, especially considering the following facts: 1) Gabor features are well-motivated and mathematically well-defined, 2) they are easy to understand, fine-tune and implement, 3) they have also been found less sensitive to noises, small range of translation, rotation, and scaling (e.g., [20, 9]). We thus decided to perform our own study on the use of Gabor features for the Chinese OCR.

The main purpose of this paper is to report a detailed account of the experimental results we obtained for the large vocabulary recognition tasks of both machine-printed and handwritten Chinese characters with the above mentioned character classifier by using large amount of training and testing data. In the following, we first describe the specific Gabor feature extraction method we used in our experiments. Then, we describe in detail the character recognition tasks, the experimental setup and results.

3. USING GABOR FEATURES AS RAW FEATURES

Gabor features have been used in different ways to OCR. We adopt the following complex 2-D Gabor filter originally reported in [14] for face recognition:

\[ G(x, y; \kappa, \theta_k) = G_1(x, y)[\cos(R) - \exp(-\frac{\sigma^2}{2})] + \imath G_1(x, y) \sin(R) \]

where \( G_1(x, y) = \frac{\omega}{\pi} \exp[-\frac{\epsilon^2(x^2+y^2)}{2}] \) with \( \sigma = \pi, R = \kappa x \cos \theta_k + \kappa y \sin \theta_k, \kappa = \frac{2\pi}{\lambda} \), and \( \theta_k = \frac{2\pi k}{M} \) with \( k = 0, 1, 2, ..., M - 1 \). The parameters \( \epsilon \) and \( \theta_k \) are the wavelength and orientation of the above plane wave respectively.

Given a binary character image \( f(x, y) \) at a sampling point \((x_0, y_0)\), the set of Gabor filters \( M \) Gabor features can be derived as the magnitudes of the Gabor filter outputs as follows:

\[ f_{i,k}(x_0, y_0) = \sum_{x=-x_0}^{N-x_0-1} \sum_{y=-y_0}^{N-y_0-1} f(x_0 + x, y_0 + y) G(x, y; \kappa, \theta_k), \]

where \( k = 0, 1, 2, ..., M - 1 \). Consequently, for a given wavelength \( \epsilon \) and by uniformly choosing \( N_1 \times N_1 \) spatial sampling points of \((x_0, y_0)\)'s, we can derive \( D = N_1 \times N_1 \times M \) Gabor features from a given image \( f(x, y) \) and use them to form the raw feature vector \( X \) (e.g. [10]). The optimal values of controlling parameters \( \epsilon, N_1, \) and \( M \) are task- and data-dependent, thus can only be determined by experiments.

4. TASKS AND CHINESE CHARACTER CORPUS

We performed our experiments on two tasks. The first task is the recognition of machine-printed Chinese characters with a vocabulary of 6921 characters which include 6707 meaningful simplified Chinese characters derived by removing 56 meaningless single-radical characters from 6763 characters defined in GB2312-80 standard, 12 frequently used GBK Chinese characters, 62 alphanumeric characters, 140 punctuation marks and symbols. Over the years, a machine-printed Chinese character corpus has been constructed in our lab with in total 3,024,043 character image samples from the above 6921 character classes. The original documents are from varied sources, such as newspapers, magazines, journals, books, printed lists of characters generated from many popular font libraries available on the market. The document quality and font sizes vary widely among the various sources. Many font styles including Song, Fang Song, Kai, He, Yuan, LiShu, WeiBei, XingKai, etc. are observed in our character corpus. Depending on the font size of the documents, the document pages have been digitized at a resolution ranging from 300 DPI to 500 DPI on several flatbed scanners. In our database, each character sample is stored as a normalized \( N \times N \) (\( N = 40 \) here) binary image. We have chosen randomly about 20% of character samples for each character class to form a testing set and the remaining samples to form a training set. By this partition, there are 2,412,898 character samples in the training set and 611,145 character samples in the testing set. By applying the above feature extraction method to each character image in our training data set, we can derive a training set of feature vectors \( X^P = \{X^P_1, X^P_2, ..., X^P_{10}\} \) where \( X^P_1 = \{X^P_{1,j}\} \) represents the set of training samples for class \( C_i \) with \( X^P_{1,j} \) being the \( j \)-th training sample.

The second task is the recognition of handwritten Chinese characters with a vocabulary of 4,616 characters. This
vocabulary covers 4516 frequently used Chinese characters that have an internal code specified in GB 2312-80, 62 alphanumeric characters, 38 punctuation marks and symbols. More than five hundred writers were employed to write each of the characters neatly on grid-papers with 400 squares (0.8 cm × 0.8 cm for each) per page. These character pages were scanned and digitized at a resolution of 300 DPI on several flatbed scanners. Consequently, a handwritten Chinese character corpus was constructed with in total 2,410,335 character image samples from the above 4,616 character classes, each having more than 500 samples. We have chosen randomly 300 samples per class to form a training set and the remaining samples to form a testing set. By this partition, there are 1,384,800 character samples in the training set and 1,025,535 character samples in the testing set. In the following experiments, in both training and testing, each character sample is normalized into a 500 x 500 square. Consequently, we have two good sets of control parameters identified for Gabor feature extraction.  

5. EXPERIMENTS AND RESULTS

Table 1. A summary of open-test results (recognition accuracies in %) for machine-printed Chinese characters using different wavelengths and spatial sampling resolutions.

<table>
<thead>
<tr>
<th>Spatial Sampling Resolution</th>
<th>Wavelength</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>300</td>
</tr>
<tr>
<td>6×6</td>
<td>8</td>
</tr>
<tr>
<td>7×7</td>
<td>8</td>
</tr>
<tr>
<td>8×8</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 2. A summary of open-test results (recognition accuracies in %) for handwritten Chinese characters using different wavelengths and spatial sampling resolutions.

<table>
<thead>
<tr>
<th>Spatial Sampling Resolution</th>
<th>Wavelength</th>
</tr>
</thead>
<tbody>
<tr>
<td>4</td>
<td>300</td>
</tr>
<tr>
<td>6×6</td>
<td>8</td>
</tr>
<tr>
<td>8×8</td>
<td>8</td>
</tr>
</tbody>
</table>

8 achieves consistently the best performance in machine-printed character recognition experiments, while the wavelength 𝜓 = 4√2 achieves the best performance in handwritten character recognition experiments. As for the spatial sampling resolutions, it seems that 7×7 sampling is enough for machine-printed OCR while 8×8 is needed for handwritten OCR. Consequently, two good sets of control parameters are identified for Gabor feature extraction, i.e.

- 𝑁1 = 7, 𝑀 = 4, 𝜓 = 8 for machine-printed OCR,
- 𝑁1 = 8, 𝑀 = 4, 𝜓 = 4√2, for handwritten OCR.

They are used in constructing our Chinese OCR engines.

For example, we have used the above setup to derive Gabor features to serve as the raw features extracted from a character image. By further 1) using the linear discriminant analysis (LDA) [6] for discriminative feature extraction and dimension reduction, and 2) using minimum classification error (MCE) as a criterion for model parameters training, we can construct a compact character recognizer which achieves a recognition accuracy of 99.64% on the testing set for machine-printed Chinese characters described above. More technical details are reported in [11].

In order to compare the effectiveness of the Gabor features with that of the other features used in OCR area, we choose to implement a currently popular feature extraction method in Chinese OCR, namely directional element features (DEF) as described in detail in [13]. The way of extracting DEFs and forming a feature vector for each character image is similar to that of Gabor features described above. At each spatial sampling point (xi, yi), 4 directional features are extracted. So, under the same spatial sampling
resolution, the Gabor feature vector and the DEF vector have the same dimension thus make them directly comparable. Table 3 compares the open-test results of using DEFs under two spatial sampling resolutions with that of using Gabor features for handwritten Chinese character recognition. Our results show that Gabor features perform consistently better than DEFs by using the simple maximum discriminant function based recognition strategy as described in the introduction section.

6. DISCUSSION AND CONCLUSION

In this paper, we have revisited the topic of Gabor feature extraction for Chinese OCR. As a first step, we adopted a very simple discriminant function to construct a maximum discriminant function based character recognizer. We experimented with a simple way to form a feature vector for each character image by extracting Gabor features using one wavelength at locations uniformly sampled with one spatial resolution. Extensive experiments on large vocabulary Chinese OCR for both machine-printed and handwritten characters are performed by using large amount of training and testing data. The effectiveness of the Gabor features are clearly demonstrated for Chinese OCR. Using Gabor features as raw features, we have constructed several state-of-the-art Chinese OCR engines. We’ve also been investigating other ways of using Gabor features in character modeling with some more complicated statistical modeling techniques such as hidden Markov model, 2D contextual stochastic model, etc. We will report those results elsewhere. To conclude, we want to join other researchers, who have tried Gabor features in OCR in the past, to recommend to the OCR research community the use of Gabor features in constructing OCR systems.
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