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ABSTRACT
So far the bottleneck of Chinese character recognition, especially handwritten character recognition, still lies in the effectiveness of feature-extraction to cater for various distortions and position shifting. In this paper, a novel method is proposed by applying a set of Gabor spatial filters with different directions and spatial frequencies to character images, in an effort to reach the optimum trade-off between feature stability and feature localization. While a classic self-organizing map is used for unsupervised clustering feature codes, a multi-staged LVQ with a fuzzy judgement unit is applied for the final recognition on the feature mapping result.

1. INTRODUCTION
There are still considerable difficulties in handwritten Chinese character recognition problem from an early-vision point of view. Instead of doing traditional structural analysis to extract different types of strokes, end-points or cross-points as features, we apply a set of spatial Gabor filters as receptive fields to operate on the handwritten character images of multiple resolution scale. Different responses for different local spatial frequencies and directions are obtained as primary feature codes. We then apply a self-organizing feature map procedure to achieve a clustered topology-preserving map of these primary feature codes. Finally, the recognition code book is obtained through a supervised training LVQ procedure by learning the best mapped IDs of the filtered response of the character image. A fuzzy unit is applied for the final recognition based on the result of multiple codebook matching.

etc., on the other hand, turn out more stable features. However, Chinese characters, when compared with digits and English letters, are more complicated patterns with the following special characteristics:
- A large set. There are 3750 characters in the most frequently used Set-1.
- Possessing more local structures corresponding to typical parts and radicals.

Thus both the local structure analysis method and the global transform method have their limitation to achieve an effective representation of handwritten Chinese characters.
2. GABOR SPATIAL FILTERS

The 2-D Gabor filters ([3][6][7]) are a set of orientation and frequency sensitive band pass filters which have the optimum joint resolution in both the spatial and the spatial-frequency domain. Thus they are suitable for extracting orientation-dependent frequency contents of patterns and have been widely used in problems such as face recognition and texture segmentation.

The spatial Gabor filter kernels are sinusoids modulated by a Gaussian window, taking the form:

$$\psi(f, \theta, x, y) = \exp[i f (x \cos \theta + y \sin \theta)] \cdot \exp[- \frac{x^2 + y^2}{2\sigma^2}]$$ (1)

where $x$ and $y$ are the pixel coordinates in the image, $f$ is the central frequency of the pass band, $\theta$ is its spatial orientation, while $\sigma$ determines the bandwidth of the filter. It is through these parameters that the very shape and spread of the Gabor filters are determined.

In our application the orientation of Gabor filters are sampled upon four values, i.e., $0^\circ$, $45^\circ$, $90^\circ$ and $135^\circ$. This restriction on orientation relieves the computation burden, and is rather reasonable for the case of Chinese character featuring, since most strokes are basically are in these orientations. And for an image of $N$-pixel width, radial frequencies take the values of $\sqrt{1}, \sqrt{2}, \sqrt{2}, \cdots, (N/4)\sqrt{2}$.

Let $G(x, y) = \exp(-\frac{x^2 + y^2}{2\sigma^2})$, then we can split Eq. (1) into its real and imaginary parts, i.e.,

$$\psi = \psi_r + j\psi_i$$ (2)

where

$$\psi_r = G(x, y) \cos[2\pi f (x \cos \theta + y \sin \theta)]$$

$$\psi_i = G(x, y) \sin[2\pi f (x \cos \theta + y \sin \theta)]$$ (3)

Some of the Gabor filter patterns are displayed as gray-scaled image shown in Fig. 1. Patterns on the left of the figure are the real parts of the filter kernel, patterns on the right are the imaginary parts. It is easy to see that the real parts of filter functions are even-symmetric, while the imaginary parts are odd-symmetric.

Gabor spatial filters with different central frequencies and orientations are convolved with the image and localized spectrum responses of both amplitude and phase are generated. Usually their amplitude responses are chosen as features since they are more tolerant to distortions in pattern images, as shown in many studies([2], [7]).

3. SOM OF FEATURE CODES

Assume that a set of input vectors $x$ are to be mapped onto a $D$-dimensional lattice with its reference vectors $w_q$ indexed by a $D$-dimensional vector $q$. The basic self-organizing map (SOM) training algorithm chooses one of the reference vectors which best matches the input vector $x$, and update the weight vectors with the learning rule:

$$m_q = m_q + \alpha h(q, b)(m_q - x)$$ (4)

where $\alpha(t)$ is a positive learning rate slowly fading away as training goes on, and $h(.)$ is a Gaussian window of width $\sigma$, taking the form:

$$h(q, b) = \exp(-\frac{(q - b)^2}{2\sigma^2})$$ (5)
Simply setting the neighborhood width to zero makes SOM equivalent to the K-means method for data clustering. Comparing with traditional clustering methods, one of the most important features of SOM is its topology preserving ability in mapping data from a high dimensional space to a lower dimensional map lattice. Thus neighboring input vectors are mapped onto neighboring lattice points, which enables a hierarchical processing of the mapping result [5][8].

In our work, however, we take advantage of SOM to achieve a topology-preserving dimension reduction of data features, and then further use the mapping result for a sequence of LVQ procedures, which are a group of supervised training algorithms, to construct a codebook for recognition.

After initialization of a codebook, every time a training vector \(\mathbf{x}\) is given, the basic LVQ1 algorithm finds out the nearest codebook vector \(\mathbf{m}_c\), i.e.,
\[
c = \arg \min_i \|\mathbf{x} - \mathbf{m}_i\|, \tag{6}
\]
and training is performed with the following learning rules:
\[
\begin{align*}
\mathbf{m}_c &= \mathbf{m}_c + \alpha (\mathbf{x} - \mathbf{m}_c) \quad &\text{if } \mathbf{x} \text{ and } \mathbf{m}_c \text{ belong to the same class,} \\
\mathbf{m}_c &= \mathbf{m}_c - \alpha (\mathbf{x} - \mathbf{m}_c) \quad &\text{if } \mathbf{x} \text{ and } \mathbf{m}_c \text{ belong to different classes.}
\end{align*} \tag{7}
\]
\[
\begin{align*}
\mathbf{m}_c &= \mathbf{m}_c + \alpha (\mathbf{x} - \mathbf{m}_c) \quad &\text{if } \mathbf{x} \text{ and } \mathbf{m}_c \text{ belong to the same class,} \\
\mathbf{m}_c &= \mathbf{m}_c - \alpha (\mathbf{x} - \mathbf{m}_c) \quad &\text{if } \mathbf{x} \text{ and } \mathbf{m}_c \text{ belong to different classes.}
\end{align*} \tag{8}
\]
\(\alpha\) is the learning rate. For fine-tuning of the codebook vectors, more complicated training processes such as LVQ2 and LVQ3 are often carried out in order to enhance the recognition rate.

4. EXPERIMENT IMPLEMENTATION
Handwritten Chinese characters for training and recognition in our experiment are from a database we collected locally. There are 40 samples for each of the 180 character categories, and each sample is of 64x64 pixel in size. Some of them are shown in Fig. 2. Preprocessing procedures, such as normalization according to the mass centre of the image, and fuzzing which grayscales the binary image, are applied. These preprocessing procedures are performed to reduce the variance of font shape and position shift of local parts of character patterns. We use 20 sample images of each Chinese handwritten character as training

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig2.png}
\caption{Samples of handwritten Chinese characters. All are of 64x64 size.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{fig3.png}
\caption{Overlapped lattices which the Gabor filters operate on. They are 16x16 squares shown with the dashed lines. Numbers of lattice centre for resolution 1 & 2 are 49 and 9, respectively.}
\end{figure}

patterns and the other 20 for testing. Some of the character samples used in the experiment are shown in Fig. 2.
4.1 Learning Phase 1: Self-organization of feature codes

Feature codes are generated by a set of 16x16 Gabor filters with 3 frequencies on 4 orientations. The filters are applied to half-overlapping 16x16 lattices of the handwritten character image on two resolution stages, i.e. 64x64 and 32x32, as shown in Fig. 3, and the magnitude of the convolution with every set of the Gabor filters gives a group of 12-dimensional feature vectors respectively.

The two sets of feature vectors are clustered with SOM onto two 8x8 2-D lattices. Vectors on these 2 lattices form two codebooks as the feature mapping basis for the next phase.

4.2 Learning Phase 2: Supervised learning of mapping ID codes

Training samples are reused to generate local feature vectors. Each feature code is then mapped onto the lattices and the ID index of the best-matching lattice node is obtained. Then mapping IDs of the same character, coming out of two resolution stages, form two input vectors, and go through two LVQ1 training procedures to construct codebooks for the category the training character sample belongs to. Codebooks are further fine-tuned with LVQ2 algorithm to enhance their accuracy.

4.3 Final recognition with a fuzzy judgement unit

After training, the two stages working with different spatial resolution generate two different codebooks of different code vectors. A fuzzy judgement unit is applied to pick out the character category candidates which best match these code vectors.

Assume that for a testing character image, the feature mapping codes are $c_1$ and $c_2$. And for category $i$, the vectors in codebooks with minimum distances to the feature mapping codes,
are $w_I$ (from codebook 1) and $w_2$ (from codebook 2). So the likelihood that the testing sample belongs to category $i$, i.e. $\mu_1$ and $\mu_2$, can be calculated as

$$\mu_1 = \exp\left(\frac{\|w_1 - c_i\|^2}{\sigma_1^2}\right)$$

$$\mu_2 = \exp\left(\frac{\|w_2 - c_i\|^2}{\sigma_2^2}\right)$$

and the final score of category $i$ is

$$s_i = \frac{\alpha \mu_1 + \beta \mu_2}{\alpha + \beta}$$

Then the final fuzzy judgement unit picks out the category label with the maximum matching score as recognition result. In our experiment, we take $\sigma_1 = 10, \sigma_2 = 3, \alpha = 3, \beta = 1$. The block diagram of the whole system is shown in Fig. 4.

After training with samples out of the 180 categories, an average recognition rate of 94.2% is gained for testing samples.

5. CONCLUSION

In this paper, we propose an alternative way to tackle the feature extraction problem in handwritten Chinese character recognition from an early-vision point of view, in which a set of Gabor filters are applied as receptive fields for feature extraction. This leads to the effect of reaching more stability in local feature detection to cope with distortion and variance of human handwritings. After self-organization maps of the feature codes, the recognition result is obtained through a fuzzy judgement unit, which combines the judgements from feature mappings on different resolution stages. Although presently our experiment are still limited on a relatively small scale with a set of only 180 characters, the performance of the system is quite promising for further research.
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