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ABSTRACT

A hand-written Chinese character off-line recognizer based on contextual modeling of 2D images has been

constructed. Each character is modeled by a collection of regions and their contextual relations. A relaxation

training algorithm of the model is now investigated. In addition, a mixture-region training algorithm considering

each pixel as belonging to a mixture of regions instead of any particular one is studied.

1. INTRODUCTION

Chinese characters are complex patterns of strokes.
The bit-map of a character image can be segmented
into a number of regions each consisting of either
purely white or purely black pixels. A hlack region
18 a stroke or just a segment of it. An unknown char-
acter image is recognized by identifying its regions
to that of a model. The structural information of
an image in terms of the contextual relationship be-
tween 1its regions 1s represented statistically. Even
if a pixel is known to belong to a particular region,
the cellular features [1], ohserved at the pixel are
still stochastic and different feature vectors can be
observed at different pixels of the same region. A
region is not characterized by just the distribution
of feature vectors observed at its pixels, but by its
gize and relationship with its neighbor regions also,
both of which are stochastic. Upon matching an un-
known image to a character model A, regions of the
unknown image are matched to regions of A. That
in turn, is accomplished by identifying a region of
A for each pixel of the unknown image to belong
to. That avoids segmenting an unknown image into
regions explicitly and then matching them as a ran-
dom graph [2]. This process of region identification
for each pixel considers not just the pixel in ques-
tion. but its neighboring pixels and the regions they
belong to as well, hence the name contextual model-

ing. Thus, recognizing a character becomes identify-
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ing the model with the largest discriminant function

value on the unknown image.

2. CONTEXTUAL MODELING OF
CHARACTERS

A character image is abstracted into a matrix of cel-
lular feature vectors (the pixel color and the num-
ber of strokes encountered along the 4 horizontal
and vertical directions from the pixel to the image
boundary) O = f[o;;] with o;; observed at pixel
(,7). Each o, ; is modeled as a realization of a ran-
dom vector observable in pixel (7, j) which belongs
toregion z; ;. V = {v1,...,vr} is the complete set of
obgervahble feature vectors so that any o;; assumes
the value of one of its members. z;; takes one of
the K qualitative values {Gy, Gy, --,Gr} each of
which is a region of the character. Each region is

characterized by three sets of parameters:
Pr(Gy), Pr(v | Gi), and Pr™™(Gy | Gi)

Pr((Gy) measures the relative size of a region that as-
sumes the value G, Pr(v:|(G}) determines what will
be observed at a pixel in such a region. Pr™"™(G|G}.)
supplies the contextual information between regions
750 and z; when they assume the value of &)
and Gy respectively. Here, ¢/ = i +m,j = j +
n and (¢, j')€n; ; where 7;; is the immediate 8-

neighborhood of pixel (i, j).
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Regions of O are identified by identifying each
of its pixels independently. Pixel (7,7} should be
identified to z ; in order to maximize the posterior
probability Pr(z ;]O). In order to reduce the com-
plexity of the problem, z;; is chosen to maximize
Pr{z;5]045,0q, ;). Under the assumption that fea-
ture vectors in the same neighborhood are related
to each other through the regions they belong to
only, one then approximates this posterior proba-
bility with:

ST Pr(zgia) o ] Priowglang) (1)

o g

(ingnent,

The summation is over all admissible values of z,, ;
which defines the region membership of the pixels
in the preseribed neighborhood #;; of pixel (4, 7).
n;’:j is the union of n;; and (4,7). Even with this
simplification, analytical progress is barred in gen-
eral, because Pr(z;;,z, ;) is unavailable in closed
form. For further simplification, it is assumed that
the neighbots of z; ;. viz., zps j+'s, are mutnally inde-

pendent given z ;. So,

P?’(;’Z'yjj 3,71,1) = P?’(Z,‘yj) . H P’?’(3117j1|;’z"j)

(1,3)En,5 7
(2)

Given a character image with observed feature vec-

tors [o; 5], assign each o; ; to region Gy if
i,41s & J g

Gy = argmaz,, ;Pr(z ;) - Pr{o;jlz ) -

I 30 oo jelzig) - Pr(ow itz (3)

(23" ) €45 0t 5!

where each term within the summation on the sec-
ond line of Eq.(3) represents the contribution of con-
textual information. The argament of the argmaz,, |

function:

9((3,3); 03 A) = Pr(zi) - Pr(osgle ) -
IT > Prizoglzg) Priowplans)  (4)
(37,5 YEM 5 #4750
is a measurement of the appropriateness of identi-
fying o;; to region (7;,. The overall measurement
of the similarity between the unknown image and a

character model is the discriminant function:

7(0:3) = J]al(i.j);0:) (5)

(1)

2.1. Training of A Contexual Model

A decision-directed (DD) method is adopted to esti-
mate the contextnal model parameters. In order to
start the training process for a character, the nitial
model parameters can be specified according to the
initial pixel identifications of an arbitrarily chosen
training sample of the character which are obtained
as follows:

Each row of the sample image as a bit map is de-
composed into alternate white and black segments.
Each segment in the first row is assigned a unique
region 1dentity. For each segment in the next and
subsequent rows, if there is a segment in the previ-
ous row having the same color and approximately
the same starting and ending columns, say, differing
by no more than one pixel position, the same region
identity will be inherited from the segment of the
previous row, otherwise, a new region identity will
be created for the segment of the new row. Pixels of
the same stroke may therefore belong to more than
one region and blank spaces between strokes will be
divided into regions also. Thus, a region map is cre-
ated for the image. The training algorithm is as

follows:

Step 1. Given N feature vectors from a training
sample, based on its initial region map cre-
ated by the region segmentation algorithm de-
scribed, one computes the initial parameter es-
timates of the contextual model by going to

Step 3 using just this chosen training sample.

Step 2. Based on the current estimate of model pa-
rameters, a region map for each training sam-
ple of the character is generated with pixels
identified according to Eq.(3). All training

samples will be utilized in Step 3 from now

on.

Step 3. The model is updated as follows:

Pr(Gy) = Ny /N (6)
PG| G =
{(4,7) | e 50 = Gr, 25 = G} -
N (7)
ﬁ?’(vzle) = HUBITN, NVUNZL.J = Gl
Ni
(8)
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where Nj denotes the total number of pixels
from the training sample(s) assigned to region
Gy, and pixels (¢, j') lie within u; ;. [{...}| is
the number of pixels in the set defined within

the two bars.

Pr(vt [(i%) for any v; not observed in region G,
should be assigned a small constant ¢ followed
by normalization instead of leaving it at zero
hecause such a lack of observation may simply
he due to the finite size of the training sample

set.

Step 4. Repeat Step 2 and Step 3 until conver-
gence (i.e the change in Eq.(4) over all pixels
of all samples drops below a predefined thresh-

old).

2.2. Rccognition of an Unknown Image

By using the above training method, one can gener-

ate a contextual model for each character. Let there

be a collection of €' such models, A = {A1, Av, - -+, A}

A discriminant function for class A, is defined as:

HP}L. i

(47)

[ et

1AL LA . <
(2h57)€m 4 :',1(,')],

- Pr( 0w|

45) - Priow =) (9)

(=)

where 2/ is chosen to maximize Eq.(4). An un-
known image O will be classified to Ay if
g(O3hg) > g(O:A) Ve#d (10)

2.3. Reclaxation Training

The training process above, and so is the recognition
process, despite its success, has a flaw in the sense
that Eq.(3) does not produce the optimal region map
of an image required by the parameter reestimation
process because of the summation process. An al-
ternative algorithm of a relaxation nature success-
fully applied to speech recognition [5] can determine
the optimal region map for an image by modifying

Step 2 of the above training algorithm as follows:

Step a. Get an initial region map for the image.
This can be achieved by quantizing pixel 7,7

to codeword () according to Eq.(3).

Step b. Let (4,5

the image to the bottom right corner along a

) move from the top left corner of

row-wise raster scan. Re-identified pixel (¢, 7)

to G according to:

Gr = argmaz,,  Pr(zi;) - Pr{o: |z ;) -

II Pz gleig) - Priowslzi) (11)
(2.5 ")€Na, 5
and replace the old z; ; with (7. Then repeat
this process of pixel re-identification following
a path of row-wise raster scan bhut in the op-
posite direction, from bottom to top. Repeat
again along column-wise raster scans i two
opposite directions. This equation differs from
Eq.(4) only in the absence of the summation
over the pixel neighborhood. Such a change i
introduced to assure the derivation of an opti-

mal region map.
Stoi) c. Repeat Step a until convergence.

Recognition of an unknown image is done by de-
termining the optimal region map for the image by a
relaxation process as in training. The switability of
A. 18 measured by the following discriminant func-
tion:

= H Pv’(:}:;)) . Pr(oiyj[zfz-)) .
(4,9)

H P7mn

(¢".5")€ns,5

D) o)) (12)

(,,

where every z; 7 1s the region that pixel 7, 7 is iden-

tified to in the optlmal reglon map using A,.

2.4. Mixture-region Training

Each pixel can be considered belonging to all regions
stochastically instead of a particular one. The asso-
clated training method is to re-estimate the model

parameters so that

92(0; HZPv (r) - Pr( 0,,][

(4.7) « °>

H Zprm n 5’3’[

(+/,51) €5 :f;?ﬁ,

) Pr(oi =) (13)

18 maximized by first computing a region mixture
map Pr(z; = Gp) of each training sample followed

by re-estimating the model parameters as:
L s Pr( = Gy)
PT’((,' . Za Zzg 21,5 k (14)

EL’ZJSZZJPT( =4, 7(77“)
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where
pT(li,j = G;) = PT((}L,) . PT’(OZ'J'|Gk) .
IT > PrmrnGaslGr) - Pr(oi iz ) (15)

(GR DI INERY

Pr (GG =
Zas Zz’,j PT(ZI",J" =G) Pr(z; = Gy)

) ' (16)
Zas Zi,j ZV P?‘(i’i’,j’ = (—’l’) <P7’(3717j = (Jk)
ﬁ7>(1,yz[(¥k) =
Zas Z{(i,j)loa.j’\"l't} P?’(lz‘,j = (J'k) (17)

B — t
Dol v Doas Z{(z‘,j)[o,,]~m} Priziy = Gk
Here, 5~ stands for the summation over all sam-

ples. Recognition of an unknown image is done as

above except that Eq(9) is replaced by Eq(13).

3. EXPERIMENTAL RESULTS

The contextual model with the algorithms in Sec-
tion 2.1 and Section 2.2 has been implemented in
a writer independent hand-written character off-line
recognizer supporting a vocabulary of 4,616 Chinese
characters, alphanumerics and punctuation symbols,
where the average recognition rate is 78% [3] [4].
To examine the characteristics of the various dis-
criminant functions and training methods, 5 pairs of
highly similar characters as shown in Figure 1 are
used as the vocabulary in the present study. Each
character 1s written by 200 writers with 150 of them
used for training and the rest for testing. In Table
1, the performances of these algorithms can be seen
when they are tested on the training data themselves

(close test) as well as the testing data (open test).

g
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£ NI I SR B
Figure 1: Vocabulary of highly similar characters

Table 1: Performances of the 3 algorithms

Recognition Rate g g1 [P
Close test (%) 96.33 | 97.00 | 96.33
Open test (%) 88.40 | 87.60 | 90.40

{Pr(Gr), Pr(ve| Gy), and Pr™™ (G | Gy)} for
all G can be considered variables of function g, sub-
Jject to linear constraints normalizing the probabili-
ties. A general purpose linear constraint optimiza-

tion algorithm has been employed to maximize g-.

The recognition results are almost the same ag thoge
listed under g, in Table 1 suggesting the validity of

the mixture-region approach for recognizer training.

4. DISCUSSION

From Table 1, it can be observed from the close test
results that relaxation training can produce a bet-
ter fitting to the training data than the other two
methods. However, from the open test results, it is
obvious that the relaxation training method tends to
over-train the model leading to a weaker generaliza-
tion capability. In other words, if there is no short-
age of training data, one can expect this method of
contextual model training superior to the other two
methods. The mixture-region approach seems to be
a good compromise when there are insufficient train-
ing data which is usually the case in the real world.
In conclusion, one can claim that a powerful contex-
tual modeling method has heen found for complex
and variant pattern classes like hand-written Chi-

nese characters.
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