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A new synthesis procedure for linear-phase paraunitary digital filter banks

L. Chen, K. P. Chan, T. Q. Nguyen, Y. Zheng

ABSTRACT

In this paper, a new design algorithm is presented for a family of linear phase paraunitary filter banks with generalized filter length and symmetric polarity. A number of new constraints on the distributions of filter length and symmetry polarity among the channels are derived. In the algorithm, the lengths of the filters are gradually reduced through a cascade of lattice structures. The derivations for filter banks with even and odd number of channels are formulated in a unified form.

I. Introduction

Recently, there has been considerable interest among researchers in the design of M-channel maximally decimated filter banks, as shown in Fig. 1. The use of linear-phase (LP) filter banks and their applications have been addressed by many authors. In two-channel case, linear phase (symmetry) property has been imposed on the traditional subband filter banks [1, 2, 3]. It was shown that among all cases of two-channel FIR perfect-reconstruction QMF structures which yield LP filters, only two cases yield good filters in the practical sense [4, 5]. The results are extended to the case of arbitrary number of channels in [6, 7]. In parallel to the work on the general perfect-reconstruction filter banks, which are biorthogonal, researches have also been done for paraunitary systems. Lattice factorizations were developed in [8, 10] for even \( M \). In [11, 12, 13], the results were extended to the case where \( M \) is odd.

In the lattice factorizations of [8, 11], the filter length is restricted to \( N = kM \) or \( 2kM \) for even and odd \( M \), and the step size in increasing the filter length is at least \( M \). This is not convenient when the number of channels is large, e.g., \( M = 8 \) or 16. In the phase of filter design, an increase of filter length by a large \( M \) implies a much higher non-linear parameter space to be searched and the optimization program tends to be trapped in local minima. In the phase of implementing filter banks, i.e., the analysis/synthesis systems, a large increase in filter length by \( M \) gives much higher computational complexity. This leads to the design of general equal length filter banks and unequal length filter banks.

In [14], the theory and structures are studied for a large subclass of \( M \)-channel LP perfect-reconstruction FIR filter banks whose the analysis and synthesis filters have length \( L_i = k_i M + \beta \), where \( \beta \) is an arbitrary integer, \( 0 \leq \beta < M \), and \( k_i \) is a non-negative integer. The extension of filter length from \( N = kM \) to \( k_i M + \beta \) gives more flexibility in fine-tuning filter length to meet a given filter specification, e.g., stopband attenuation. The unified \( \beta \) leads to this class of filter banks to have a simple characterization of symmetric property in polyphase representation (Eq. (2.1) in [8] and Eq. (3) in [14]). It is noted that tree-structured filter banks [2, 3] can be viewed as a kind of unequal length filter banks. In terms of lapped orthogonal transforms [9, 15, 16], the freedom in filter length provides the possibility of overlap which is a fraction of the number of channels \( M \). Moreover, it has been shown that this class of filter banks can be used in processing finite-length signal with the symmetric extension method [17, 18].

In this paper, we further investigate factorizations of linear-phase paraunitary systems. In Section II, several known results are reviewed and new constraints are derived. Section III and IV show that the filter banks can be designed by a successive of length reductions through a cascade of lattice structures which is minimal in terms of the number of delays used for implementation. The algorithm can also be applied to filter banks where the filter length is an integral multiple of the number of channels, or, filter banks with equal length. In Section V, a brief summary is given and a design example is included to verify the theory.
II. Basic constraints and properties

Definition 2.1 Consider an \( M \)-channel linear-phase filter bank where among the \( M \) filters, there are \( \mu_k + \nu_k \) filters that have length \( kM + \beta \), \( 0 \leq k < K \), where \( \mu_k \) and \( \nu_k \) stand that the numbers of symmetric and anti-symmetric filters, respectively. A matrix \( \kappa \)-stack is defined to indicate distributions of the length and symmetry polarity among the filters.

\[
\kappa\text{-stack} = \left( \begin{array}{c}
\mu_0, \mu_1, \cdots, \mu_k, \cdots, \mu_K \\
\nu_0, -\nu_1, \cdots, -\nu_k, \cdots, -\nu_K
\end{array} \right),
\]

(1)

Proposition 2.1 In an \( M \)-channel LP perfect-reconstruction filter bank with filter lengths \( L_i = k_i M + \beta \), \( 0 \leq k_i \leq K \), let \( \psi = \sum_{i=0}^{M-1} \mu_i \), \( \varphi = \sum_{k=0}^{K} \nu_k \). The following results have been shown [8, 14].

1. If \( M \in \mathbb{Z} \) and \( \beta \in \mathbb{Z} \), \( \psi \in \mathbb{Z} \), \( \varphi = \frac{M}{2} \), \( \frac{M}{2} + 1 \), \( \frac{M}{2} - 1 \); 2. If \( M \in \mathbb{Z} \) and \( \beta \in \mathbb{Z} \), \( \psi \in \mathbb{Z} \), \( \varphi = \frac{M}{2} + 1 \), \( \frac{M}{2} - 1 \); 3. If \( M \in \mathbb{Z} \) and \( \beta \in \mathbb{Z} \), \( \psi \in \mathbb{Z} \), \( \varphi = \frac{M+1}{2} \), \( \frac{M}{2} - 1 \); 4. If \( M \in \mathbb{Z} \) and \( \beta \in \mathbb{Z} \), \( \psi \in \mathbb{Z} \), \( \varphi = \frac{M+1}{2} \), \( \frac{M}{2} - 1 \); where \( Z_e \) and \( Z_o \) denote the sets of even and odd integers, respectively.

Proposition 2.1 shows the total sum of the filter length and the total numbers of symmetric and anti-symmetric filters. However, the permissible length and symmetry polarity distributions are not given. For example, for a given total number \( \mu_M + \nu_K \) of filters that have the longest length \( K M + \beta \), the relation for the number of symmetric filters \( \mu_k \) and the number of anti-symmetric filters \( \nu_k \) has not been shown. In the following, new results will be presented and lead to the unification of the lattice structures of filter banks with even and odd number of channels.

Partitioning of \( E_K(z) \): It is noted that the perfect-reconstruction property is preserved in spite of the interchange of rows of the polyphase matrix \( E_K(z) \). With row-wise permutations, \( E_K(z) \) can always be partitioned as

\[
E_K(z) = \left( \begin{array}{c}
E_S(z) \\
E_A(z)
\end{array} \right),
\]

(2)

where \( E_S(z) \) and \( E_A(z) \) represent \( \mu_K \) symmetric and \( \nu_K \) anti-symmetric polyphase filters with the longest length \( L_i = K M + \beta \); \( E_A(z) \) stands for the rest \( M - (\mu_K + \nu_K) \) filters. For convenience, the subsequent discussions assume that \( E_K(z) \) has already been arranged in the form of \( 2 \). Let \( E_K(z) \) be expressed as \( E_K(z) = e(0) + \cdots + e(K-1) z^{-K} \), \( e(K) \neq 0 \), and \( e(0), e(K-1) \) and \( e(K) \) are partitioned as

\[
\left( \begin{array}{c}
e_{s}(0) \\
e_{s}(K-1) \\
e_{r}(0) \\
e_{r}(K-1)
\end{array} \right), \quad \left( \begin{array}{c}
e_{s}(0) \\
e_{s}(K-1) \\
e_{r}(0) \\
e_{r}(K-1)
\end{array} \right),
\]

(3)

where the left hand side part consists of \( \beta \) columns; and the right hand side part consists of \( M - \beta \) columns. The lower part of \( e(K) \) and \( e_{d,r}(K-1) \), which is to the right of \( e_{d,l}(K-1) \), are set to 0, as the corresponding filters are shorter than \( K M + \beta \). Also, since the maximum length of filters are \( K M + \beta \), all the elements on the right hand side of \( e(K) \) are set to zeros.

Corollary 2.1 For an \( M \)-channel LP paraunitary filter bank \( E_K(z) \), the polyphase components \( e_s(0) \) and \( e_r(0) \) as defined in \( 3 \) satisfy

\[
\begin{align*}
\text{rank}(e_s(0)) &= \text{rank}(e_r(0)), \quad 2 \leq K \\
\text{rank}(e_{d,l}(0)) &= \text{rank}(e_{d,r}(0)), \quad 1 \leq K.
\end{align*}
\]

(4)

(5)

Proposition 2.2 For a LP paraunitary filter bank \( E_K(z) \), the polyphase components \( e_s(0) \) and \( e_r(0) \) as defined in \( 3 \) satisfy

Then,

\[
\begin{align*}
\mu_0 - \nu_0 &= \begin{cases} 
0, & \text{if } \beta \text{ is even}, \\
2, & \text{if } \beta \text{ is odd},
\end{cases} \\
\mu_1 - \nu_1 &= \begin{cases} 
0, & \text{if } M - \beta \text{ is even}, \\
1, & \text{if } M - \beta \text{ is odd}.
\end{cases}
\end{align*}
\]

(6)

Corollary 2.3 For an \( M \)-channel LP paraunitary filter bank whose \( \kappa \)-stack is \( \left( \begin{array}{c}
\mu_0 \mu_1 \mu_2 \cdots \mu_{K-2} \mu_{K-1} \mu_K \\
\nu_0 \nu_1 \nu_2 \cdots \nu_{K-2} \nu_{K-1} \nu_K
\end{array} \right) \).

Then, \( E_K(z) \) can always be factored into a left-hand side factor \( \Xi(K) \) and a LP paraunitary filter bank \( E_{K-1}(z) \) with the order \( K \) reduced by 1, \( E_K(z) = E_{K}(z) E_{K-1}(z) \), where the \( \kappa \)-stack of \( E_{K-1}(z) \)

\[
\left( \begin{array}{c}
\mu'_0 \mu'_1 \mu'_2 \cdots \mu'_{K-2} \mu'_{K-1} \\
\nu'_0 \nu'_1 \nu'_2 \cdots \nu'_{K-2} \nu'_{K-1}
\end{array} \right),
\]

(8)

is related to that of \( E_K(z) \) in \( 7 \) as

\[
\begin{align*}
\mu'_k &= \mu_k + \varsigma, \quad k = K - 1 \\
\nu'_k &= \nu_k + \varsigma, \quad k = K - 1 \\
\mu'_k &= \mu_k + \nu_{k+1} - \varsigma, \quad k = K - 2 \\
\nu'_k &= \nu_k + \mu_{k+1} - \varsigma, \quad 0 \leq k \leq K - 3 \\
\mu'_k &= \mu_k, \quad 0 \leq k \leq K - 3 \\
\nu'_k &= \nu_k, \quad 0 \leq k \leq K - 3
\end{align*}
\]

where \( \varsigma = \text{rank}(e_s(0)) \).

Proof: The proof is achieved through an order reduction process and is divided into three steps.

1) Partitioning of \( E_s(z) \) and \( E_r(z) \): Let \( E_s(z) \) be expressed as \( E_S(z) = e_s(0) + e_s(1) z^{-1} + \cdots + e_s(K) z^{-K} \), \( e_s(K) \neq 0 \). Denote the rank of \( e_s(0) \) as

2) Parameters for \( E_s(z) \) and \( E_r(z) \): Let \( E_s(z) \) and \( E_r(z) \) be expressed as

3) Parameters for \( E_s(z) \) and \( E_r(z) \): Let \( E_s(z) \) and \( E_r(z) \) be expressed as
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\( \text{of the polyphase components} \ E_c(z) \) can be decomposed as

\[
\left( \begin{array}{c}
E'_c(z) \\
E''_c(z)
\end{array} \right) = U_{\mu K} E_s(z),
\]

where

\[
E'_c(z) = e'_c(0) + e'_c(1)z^{-1} + \cdots + e'_c(K-1)z^{-(K-1)} + e'_c(K)z^{-K},
\]

\[
E''_c(z) = 0 + e''_c(1)z^{-1} + \cdots + e''_c(K-1)z^{-(K-1)} + 0.
\]

\( E'_c(z) \) consists of \( \zeta \) symmetric filters and all the rows of the polyphase components \( e'_c(0) \) are linearly independent, i.e., \( \text{rank}(e'_c(0)) = \zeta; \ E''_c(z) \) represents the rest \( \mu K - \zeta \) symmetric filters with \( e''_c(0) \) set to 0 through linear combinations. Likewise, we can express \( E_s(z) \) as

\[
\left( \begin{array}{c}
E'_s(z) \\
E''_s(z)
\end{array} \right) = V_{\nu K} E_d(z).
\]

Substituting the results in Step (ii) and (iii) gives the factorization

\[
E_K(z) = Q_1 Q_2 A(z) E_{K-1}(z) \quad \text{where} \quad A(z) = \text{diag}(A'(z), z^{-1}I_{\mu K - \zeta}, z^{-1}I_{\mu K - \zeta}, I_{M-\mu K - \nu K}),
\]

and

\[
E_{K-1}(z) = \left( \begin{array}{c}
E''_d(z) \\
E'''_d(z)
\end{array} \right).
\]

IV. Initialization

**Proposition 4.1** Let \( E_1(z) \) be a FIR LP paraunitary matrix whose \( \kappa \)-stack is \( \left( \begin{array}{c}
0 \\
\mu_0, \mu_1 \\
-\mu_0, -\mu_1
\end{array} \right) \). Then it can always be factored into a right hand side factor \( \Theta(z) \) and an initial matrix \( \Omega_0 \)

\[
E_1(z) = \Omega_0 \Theta(z),
\]

where \( \Omega_0 = \left( \begin{array}{cc} U & V \end{array} \right) \). \( U, V \) and \( W \) are orthonormal matrices having centro-symmetric property [8, 11].

**Proof:** Let \( E_1(z) \) be expressed as \( E_1(z) = e(0) + e(1)z^{-1} \), where \( e(0) \) and \( e(1) \) be partitioned as in (3)

\[
\left( \begin{array}{c}
e_{e,0}(0) \\
e_{e,0}(1) \\
e_{e,1}(0) \\
e_{e,1}(1) \\
e_{e,1}(0)
\end{array} \right), \quad \left( \begin{array}{cc}
e_{e,0}(0) & 0 \\
e_{e,0}(1) & 0 \\
e_{e,1}(0) & 0 \\
e_{e,1}(1) & 0 \\
e_{e,1}(0) & 0
\end{array} \right).
\]

Following a similar procedure of derivation of (12) and employing (5), \( e(0) \) and \( e(1) \) can be factored as

\[
\left( \begin{array}{c}
e_{e,0}(0) \\
e_{e,0}(1) \\
e_{e,0}(0) \\
e_{e,0}(1) \\
e_{e,1}(0) \\
e_{e,1}(1) \\
e_{e,1}(0) \\
e_{e,1}(1) \\
e_{e,1}(0)
\end{array} \right).
\]

where \( \text{rank}(e''_c(0)) = \zeta' \). Proposition 2.1, 2.2 and 2.3 show that the numbers of symmetric and anti-symmetric filters in \( E'_c(z) \) and \( E''_c(z) \) are equal; \( E'_c(z) \) and \( E''_c(z) \) consist of balanced number of symmetric and anti-symmetric filters, i.e., the number of symmetric filters is equal to or greater than the number of anti-symmetric filters by 1; \( E_d(z) \) itself consists of balanced number of symmetric and anti-symmetric filters. Pairwisely combining these symmetric and anti-symmetric rows to pairwise time-reversed rows, \( e(0) \) and \( e(1) \) become

\[
\left( \begin{array}{c}
e_{e,0}(0) \\
e_{e,0}(1) \\
e_{e,0}(0) \\
e_{e,0}(1) \\
e_{e,1}(0) \\
e_{e,1}(1) \\
e_{e,1}(0) \\
e_{e,1}(1) \\
e_{e,1}(0)
\end{array} \right).
\]

We focus on the left hand side \( \beta \) elements in \( e''_c(0), e'_{d,0}(0) \) and \( e'_{d,1}(1) \). The centro-symmetric rows in \( e'_{d,0}(0) \) form a basis for a \( \mu_0 + \nu_0 \) dimensional space. With a centro-symmetric matrix performing linear combinations of columns of \( e'_{d,0}(0) \), we can turn the central \( \mu_0 + \nu_0 \) columns of \( e'_{d,0}(0) \) into a full-ranked centro-symmetric matrix \( e''_0(0) \) while at the same time automatically set the polyphase components to the left, right and above it to zeros. In particular, \( e(0) \) and \( e(1) \) become

\[
\left( \begin{array}{c}
e_{e,0}(0) \\
e_{e,0}(1) \\
e_{e,0}(0) \\
e_{e,0}(1) \\
e_{e,1}(0) \\
e_{e,1}(1) \\
e_{e,1}(0) \\
e_{e,1}(1) \\
e_{e,1}(0)
\end{array} \right).
\]
The columns of $e_{r,1}(0)$, $e_{l,1}(0)$, $e_{l,2}(1)$ and $e_{r,1}(1)$ satisfy the pairwise time-reversed property. Similar to the order reduction process in (14), we can cascade $A_1(z) = W_1 \Lambda(z)$ to the right of $e(0)$ and $e(1)$, turning $e(0)$ into

$$
\begin{pmatrix}
  e_{r,1}''(0) & e_{r,1}'(0) & 0 & 0 \\
  0 & 0 & e_{l,2}'(0) & 0 \\
  0 & 0 & 0 & e_{r,2}'(0) \\
  0 & 0 & 0 & 0
\end{pmatrix}
$$

and $e(1)$ into 0. The difference between $A_1(z) = W_1 \Lambda(z)$ and $A(z)$ in (14) lies in that $\Lambda(z)$ is placed to the right of $W_1$. Furthermore, permuting $e_{r,1}'(0)$ and $e_{r,2}'(0)$ gives

$$
\begin{pmatrix}
  e_{r,1}''(0) & e_{r,1}'(0) & 0 & 0 \\
  0 & 0 & e_{l,2}'(0) & 0 \\
  0 & 0 & 0 & e_{r,2}'(0) \\
  0 & 0 & 0 & 0
\end{pmatrix}
$$

Note that the row in $e_{r,1}'(0)$ are orthonormal. Similar to the deduction of (21), with a centro-symmetric matrix performing linear combinations of columns of $e_{r,1}'(0)$, we can turn the central $M - (\mu_0 + \nu_0) - 2\nu$ columns of $e_{r,1}'(0)$ into a full-ranked centro-symmetric matrix $e_{r,1}''(0)$ while at the same time automatically set the polyphase components to the left, right and above it to zeros, i.e.,

$$
\begin{pmatrix}
  e_{r,1}''(0) & e_{r,2}'(0) & e_{l,2}'(0) & 0 \\
  0 & e_{r,1}'(0) & 0 & 0 \\
  0 & 0 & 0 & e_{r,2}'(0) \\
  0 & 0 & 0 & 0
\end{pmatrix}
$$

With column-wise permutations, $e_{r,1}''(0)$ and $e_{l,2}'(0)$ can be merged into a centro-symmetric matrix $e_c$, $e(0)$ becomes

$$
\Omega_0 = e(0) = \begin{pmatrix}
  e_c(0) \\
  e_{r,1}'(0) \\
  e_{r,2}'(0) \\
  e_{l,2}'(0)
\end{pmatrix}
$$

where $e_c(0)$, $e_{r,1}'(0)$ and $e_{r,2}'(0)$ are centro-symmetric.

V. Conclusion and design example

We have presented a new algorithm for designing a family of general linear-phase paraunitary. The lattice factorization is obtained through a succession of "order reduction" processes, compromising planar rotations which force more than half of the rows to zeros, and delay chains which shift the shorten filters to lower orders. A 9-channel filter bank with length $\{32, 32, 32, 32, 32, 32, 23, 23, 23\}$ and alternative symmetric and anti-symmetric property is shown in Fig. 2.
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