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Abstract—This paper is concerned with optimizing the configuration of a set of platform products and the associated supply chain consisting of one manufacturer and multiple suppliers using a three-move dynamic game-theoretic approach. The variants in the product family share a common platform for developing/configuring variant modules which are substitutable in the sense that high-end module options can functionally replace low-end ones at higher prices. As the customer in the supply chain, the manufacturer takes its leading role by making the first move to give decisions on platform products development (PPD) and supplier selection. The concerned suppliers make the second move to optimize their decisions including price discounts and their ordering policies. The manufacturer finishes the game by taking the last move to make his ordering decisions. The ranges of the rational reactions for the players are derived from the analyses of their payoff models, and an enumerative algorithm is developed to find the subgame perfect equilibrium of the game through the technique of backward induction. The game model and the proposed solution procedure are illustrated through a series of simulation experiments and sensitivity analyses using a numerical example. The results have allowed us to draw some meaningful interpretations and useful managerial insights. The use of platform commonality and modularity has been found generally beneficial not only to the supply chain as a whole but also to individual players that are eventually configured into the game. Flexibility of the suppliers’ capability is also found to affect the PPD decisions.
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I. INTRODUCTION

Mass customization, the concept which aims at providing a high level of product variety that best serves a segmented market in a timely manner and at a reasonably low cost [1], has received extensive attention since its emergence. Among the many strategies of mitigating the cost concerns of product customization is that of platform products development (PPD) based on the concept of platforming. Here, it is necessary to define the terms variant module, common module, and module option used in this paper. Just like the concept of platform, modular product architecture is also widely introduced under the circumstance of mass customization, since it increases flexibility and decreases cycle time in design and manufacturing [2]. Under the modular product architecture, platform products normally have a fixed number of modules. Each module in turn may have several module options which are somewhat different from each other. The module which has only one module option is a common module and the module which has more than one module options is a variant module. Customization can be achieved through allowing variant modules to choose among a set of given module options. The notion of the variant module here is similar to that of “module type” proposed by Chakravarty and Balakrishnan [3] and that of “replaceable component set” introduced by Gupta and Krishnan [4]. Similar to their work, we also assume that module options of a variant module can be arranged in some order of a certain performance characteristic.

In this context, customer requirements and end-products can be specified by the module options preferred or assigned. The concept of platforming in this paper means using a module option with higher performance level in stead of that which is preferred by customers to achieve platform commonality among each variant of the platform products. In this way, PPD can be regarded as a trade-off between providing each market segment with a product exactly satisfying its requirements and economies of scale achieved by platforming.

On the other hand, in order to achieve quick response required by mass customization, manufacturers are facing an increasing need to extend the scope of their development process to include the considerations about their supply chains. The emerging theme, integrated configuration of platform products and supply chain (ICPPSC), has been investigated by some researchers [3], [4], and [6] in terms of that all the design decisions of the end-products and the associated supply chain are made by the manufacturer unilaterally. In this paper, we investigate the ICPPSC problem of a supply chain consisting of a single manufacturer and multiple suppliers. The Manufacturer is responsible for developing and producing a set of platform products to meet the customer requirements and the suppliers are responsible for producing and supplying module options required by the Manufacturer. It is assumed that the product platform and its architecture as represented by generic bill-of-material (GBOM) have been established. It is also assumed that there is some kind of knowledge sharing between the Manufacturer and the suppliers, but not between individual suppliers.
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We investigate this ICPPSC problem through a game-theoretic framework. In this paper, we describe the ICPPSC game as a dynamic multistage noncooperative configuration game. In this game, the Manufacturer is treated as the leader and suppliers as followers. They are both rational players in the game. The decision variables to be optimized are mainly concerned with product and supply chain configuration, including supplier selection and selection of module options, etc. For this reason, this game is called a configuration game. A configuration is very special when compared with those inventory games [7], [8] and scheduling games [9], [10] seen in the supply chain literature. In these games, supply selection is not a decision variable and selected suppliers are treated as game players. However, in a configuration game where supplier selection is a typical variable, whether or not alternative suppliers should be treated as players is an important issue, causing a lot of technical difficulties in solving the game equilibriums.

Our main objective in this paper is to build a synergy between PPD and SCC decisions through a game-theoretic approach, and then to explore how design decisions of platform products and supply chain affect each other. Based on the game structure, we are particularly interested in the following questions: 1) How does the platforming strategy affect the optimal configuration decisions of the Manufacturer and the suppliers? 2) How does the platforming strategy affect the objectives of the Manufacturer and the suppliers? 3) How is the platforming strategy affected by the supply chain decisions such as suppliers’ decisions on their flexibilities? 4) How do the supply chain parameters such as the total demand volume affect the platforming strategy, as well as the findings observed from the above questions? These research questions will be addressed by solving our configuration game of ICPPSC problem under various scenarios constructed by varying key parameters.

The remainder of the paper is organized as follows. Section II presents a review for literature related to ICPPSC problem and supplier-manufacturer relationship adopting game-theoretic approaches. We then describe our research problem through an illustrative example and the framework of the ICPPSC game defined in Section III while the game is mathematically defined in Section IV. Section V proposes a global search algorithm by deriving properties from the model to solve the ICPPSC game. Section VI applies the resulting game model and solution algorithm to study a simple illustrative case and a series of simulation studies are conducted to gain some useful insights. The paper concludes with a wrap-up discussion and some directions for future research.

II. LITERATURE REVIEW

The two areas, supply chain configuration and product line and family design for mass customization, have been separately studied on their own. Although it is widely acknowledged that these two areas are closely interrelated with each, they have rarely been studied in an, integrated, systematic and comprehensive manner. This is evident from a recent special issue on the topic [11]. In addition, Game Theory (GT) has also been applied to study supply chain management (SCM) problems. However, GT has not yet found its application in solving SCC problems, almost certainly not for the ICPPSC problem. This section will briefly highlight a few representative works somewhat related to this research.

A. Product Line/Family Design and Supply Chain Configuration

Various models have been devised for extending and designing the product line instead of a single product to overcome the cost concerns of increased product variety, as reviewed by Yano and Dobson [12]. Thonemann and Bradley [13] investigated the impact of product variety on supply chain performance. Kohli and Sukumaran [14] formulated a joint problem of designing a set of candidate products to maximize the manufacturer’s profit margin. Morgan et al. [15] indicated that the product line design problem has typically been discussed from a marketing perspective, focusing on how alternative sets of products interact and compete in the marketplace. Raman and Chhajed [16] formulated a more complicated problem of choosing products and appropriate manufacturing processes, and setting product prices.

Shared common components, product structure and manufacturing assets by a product family or line are often defined as its platform [17], [18]. The positive impacts of platform (component) commonality have been widely demonstrated with respect to component demand patterns, work-center load, work-in-progress inventory, and delivery performance [19], [20]. Platform commonality has led to simplified planning and scheduling [22], lower setup and holding costs [20], [21], lower safety stock [23], [24], reduction of vendor lead time uncertainty [25], and order quantity economies [26], [27].

Ramdas and Sawhney [28] presented a cross-functional approach to evaluating multiple line extensions that simultaneously considers revenue implications of component sharing at the product level and cost implications at the component level. Kim et al. [29] developed a mathematical model and a solution algorithm for assisting the manufacturer to configure its supply chain for a mix of multiple products sharing some common raw materials and/or component parts. Gupta and Krishnan [4] and Krishnan and Gupta [5] presented a decision support methodology for identifying and formalizing tradeoffs between development costs and benefits of product platforms. Chakravarty and Balakrishnan [3] developed a mathematical model for investigating the tradeoffs in product design between manufacturing and development costs and the potential market value.

Literature comprehensively and systematically dealing with product platform strategies and SCM, however, is limited. Salvador et al. [30] and Park [6] are among the very few. The former is based on empirical data while the latter uses simulation with a very complicated model.

B. GT for Solving SCM Problems

Cachon and Netessine [31] gave a comprehensive overview and general appealing features of applying GT to study SCM problems. The newsvendor problem (selling product with short lifecycle to customers) had been widely used [32], [33]. Bakos and Brynjolfsson [34] constructed a game model for a comprehensive study of the optimal number of suppliers for a buyer. Rhim [35] formulated a supply chain design problem as a three-
stage noncooperative game covering location, capacity, and production quantity. Talluri and Baker [36] considered a three-level supply chain of suppliers, manufacturers and distributors and developed a hybrid mathematical programming approach to solving the game. Moyaux [37] applied a normal form game to model a supply chain and analyzed the information sharing and bullwhip effect.

The supplier-manufacturer or vendor-buyer relationship problem of SCM, especially the quantity discount problem has been extensively examined using GT [38], [39], [40], [41], [42]. Among them, Lal and Staelin [38], Wang [41], and Rosenblatt and Lee [39] address the problem of how a supplier should design his discount pricing policy to maximize his payoff while still making the buyer(s) better off. Parlar and Wang [40] and Viswanathan and Wang [42] model their discount pricing problem as the Stackelberg game in which the supplier acts as the leader and the manufacturer(s) act as the follower(s). Parlar and Wang [40] show that both the vendor and the buyers can benefit from the quantity discount policy. Viswanathan and Wang [42] evaluate the impacts of quantity discount and volume discount on the distribution channel, respectively, and find out that quantity discount has higher impacts when the demand is less price-sensitive while the volume discount has higher impacts when the demand is more price-sensitive.

In addition to this type of quantity discount games, inventory games have also been widely studied in SCM [7]. In contrast with inventory games and quantity discount games, GT applications to SCC have been very limited. Smirnov [43] formulated the SCC problem as a coalition game which is solved by a combination of soft-computing techniques. Zhang [44] considered a complex supply chain network involving multiple suppliers, manufacturers, retailers and demand markets. However, the variables considered in the network model do not cover configuration design of products, processes, resources, supply sources. Because supplier selection is a typical variable, whether or not suppliers should be treated as players is an issue when SCC is formulated as a game.

III. PROBLEM STATEMENT AND NOTATIONS

A. Description of the Problem and Some Notations With an Illustrative Example

We consider a Manufacturer facing the customer demands of market segment indicated by the subscript $i = 1, 2, \ldots, I$ and each market segment has a threshold requirement. End-products produced by the Manufacturer are split into a set of modules including variant modules indicated by the subscript $m = 1, 2, \ldots, M$. Each variant module $m$ can have many module options that could be interchanged to provide the desired performance levels, and are indicated by the superscript $k = 1, 2, \ldots, K_j$, as can be seen schematically in Fig. 1.

The illustrative platform products (PP) in Fig. 1 are composed of three modules. Although it is schematic, for example in the context of computer design, one can think of $m_1$ as being CPU, $m_2$ as a hard disk module, and $m_3$ as the motherboard. These modules are designed and connected by the Manufacturer through a fixed number of assembly processes. Among these modules, $m_3$ is a common module as it is common to each variant in the product family. The two variant modules, $m_1$ and $m_2$, each of them has three module options. Here we give the first important assumption of this paper, which has been mentioned in Section I.

Assumption 1: Module options of each variant module can be arranged in an increasing order of a certain performance characteristic.
The Manufacturer in Fig. 1 aims its product family at two market regions, each of which has two market segments. Therefore, there are four market segments should be served. With respect to customer requirements, we assume the following.

Assumption 2: The primary requirement of the customers in each market segment can be represented by the module options of each variant module, and it is only allowed to configure a product that offers higher ordered module options than the customer’s requirements.

We define the primary requirement matrix, \( R \), such that

\[ R_{j,i} = k \]

where \( k \) is the primary module option of variant module \( j \) required by the customers in market segment \( i \). Also, we define the PPD decision matrix of the Manufacturer, \( M \), to represent the mix of module options eventually used in the platform products by the Manufacturer, such that

\[ M_{j,i} = k. \]

The selected module options are assembled by the Manufacturer into assemblies and then end-products which are then delivered by the Manufacturer to the market segments. Let the Manufacturer’s estimate of the lifecycle demand at each market segment be \( d_i (i = 1, \ldots, I) \), then the total market demand for the product family, \( D \), is \( \sum_{i=1}^{I} d_i \). With respect to \( d_i \), we assume the following.

Assumption 3: The forecasted demand of a market segment is not affected by the actual PPD decision of the Manufacturer.

All the module options needed are purchased from a fixed number of alternative suppliers \( s = 1, 2, \ldots, S \). For the platform products in Fig. 1, there are 6 alternative suppliers. For simplicity and without losing generality, we assume that each supplier \( s \) can only produce one kind of variant module, namely \( j^* \), and his capability or flexibility is measured by the number of module options it can supply. Specifically, we consider two kinds of suppliers according to their flexibility levels: high and low. The supplier with high flexibility can supply all the module options of a variant module. The supplier with low flexibility can only supply either the lower half or the higher half of module options of a variant module. In the example shown in Fig. 1, \( S_3 \) and \( S_6 \) are suppliers with high flexibility, while \( S_1, S_2, S_4, \) and \( S_5 \) are suppliers with low flexibility. In this paper, we assume the following.

Assumption 4: The capacity of each supplier is unlimited, and using single sourcing strategy for each used module option is optimal for the Manufacturer.

We define the supplier selection matrix \( Y \) to represent the decision result of supplier selection of the Manufacturer, such that

\[ Y_{j,k} = s \]

where \( s \in S_k \) and is the selected supplier to supply the module option \( k \) of module \( j \), and the ordering decision vector \( T = (T_1, \ldots, T_A, \ldots, T_S) \) where \( T_a \) is the Manufacturer’s decision of ordering cycles to supplier \( s \).

B. Description of the Game Scheme

In the kind of supply chain shown in Fig. 1, the Manufacturer is the driving customer of the suppliers and, therefore, holds a more powerful position in making decisions related to product configuration and supplier selection. Therefore, the Manufacturer acts as the leader to make decisions on PPD (e.g., which module option should be used) and supplier selection decisions (e.g., which supplier should rely on for each selected module option). Each supplier, if selected, in turn faces demands from the Manufacturer, and acts independently to make its pricing and ordering decisions. In other words, it is the Manufacturer who makes the PPD decision in this game. Once the PPD decision is given, the Manufacturer and suppliers make the SCC decisions jointly. It is clear that the SCC decisions here include supplier selection, pricing, and ordering decisions within the entire supply chain.

We describe the ICPPSC problem in this paper as a three-move noncooperative configuration game with \( S + 1 \) players, i.e., one Manufacturer and \( S \) suppliers. Each supplier controls decision vectors set \( X_s \) \((s = 1, \ldots, S)\) to maximize his pay-off function \( f_s \), and the Manufacturer controls the decision vectors sets \( X_{S+1} \) and \( X_{S+1} \) to maximize his pay-off function \( f_{S+1} \).

In our game framework, the Manufacturer makes the first and the third moves. In his first move, a decision vector \( x_{S+1} \in X_{S+1} \) includes PPD and supplier selection decisions is given. From this decision vector, the total demand of module options awarded to each supplier can be derived and be transferred to them. After the suppliers give their rational reactions, the Manufacturer moves again to give a decision vector \( x_{S+1} \in X_{S+1} \) includes his ordering decisions to each selected supplier. When the Manufacturer makes his PPD decision, using higher performance module options in place of lower performance module options may cost him more in purchasing. However, this can create scale economies in module option designing, inventory, and ordering costs.

A decision vector \( x_s \in X_s \) of supplier \( s \) includes ordering decisions and discounted pricing decisions. The aim of suppliers is to maximize their pay-off functions \( f_s (s = 1, \ldots, S) \) by selling module options to the Manufacturer. In fact, the Manufacturer cannot make his ordering decisions until the suppliers offer their quantity discount schedules.

The sequential decision structure of the three-move noncooperative configuration game is shown in Fig. 2. It is clear that the Manufacturer holds more powerful position in the sequential decision process in which he can impose decisions upon the suppliers. However, suppliers can also affect some of the Manufacturer’s decisions in their turn.

IV. MODEL FORMULATION

A. The Manufacturer’s Model

According to the Assumption 2, which implies that the Manufacturer will not charge more from the customers even if he offers platform products with higher performance than the customers’ primary requirements, and the Assumption 3, we can get that the total revenue of the Manufacturer is not affected by his PPD decision. In this case, maximizing total profit equals to minimizing the total cost of the Manufacturer. Therefore, the objective function of the Manufacturer is to minimize the total cost associated with developing, procuring,
ordering, and inventory of module options that make up the platform products, while meeting the customer requirements. When choosing module options and suppliers for the platform products, the Manufacturer incurs two different costs, namely development cost (DC), and sourcing cost (SC). Once the configuration of the platform products, or PPD decision matrix \( \mathbf{M} \), is decided, DC becomes a fixed cost based on the selected module options. In other words, DC is decided by the Manufacturer’s PPD decisions. SC, on the other hand, is a variable cost affected by the Manufacturer’s SCC decisions. The relevant parameters and variables of the Manufacturer are designed in Table I.

Note that \( x_{ij}, u_{jk}, y_{js}, \) and \( U_n \) can be viewed as decision variables too because they are deduced from the two decision matrices, PPD decision matrix, \( \mathbf{M} \), and supplier selection matrix, \( \mathbf{Y} \). Then the objective function of the Manufacturer under the planning horizon is as follows:

\[
\text{Min } C_M(\mathbf{M}, \mathbf{Y}, \mathbf{T}) = \sum_{j=1}^{N} \sum_{k=1}^{K_j} DC_{ijk} u_{jk} \\
+ \sum_{s=1}^{S} u_{ns} \left[ \sum_{j=1}^{N} \sum_{k=1}^{K_j} u_{jk} y_{js} \right] p_{js} + AT_s + \frac{hU_s}{2T_s}.
\]

subject to
\[
M_{ji} \geq R_{ji} \text{ for } i = 1, 2, \ldots, I \\
 j = 1, 2, \ldots, J
\]
\[
x_{ijk} = \begin{cases} 1, & \text{if } M_{ij} = k \\ 0, & \text{otherwise} \end{cases}
\]
\[
u_{jk} = \begin{cases} 1, & \text{if } u_{jk} > 0 \\ 0, & \text{otherwise} \end{cases}
\]
\[
y_{js} = \begin{cases} 1, & \text{if } y_{js} = s \\ 0, & \text{otherwise} \end{cases}
\]
\[
u_{ns} = \begin{cases} 1, & \text{if } \sum_{j=1}^{N} \sum_{k=1}^{K_j} y_{jk} \geq 1 \\ 0, & \text{otherwise} \end{cases}
\]
\[
U_n = \sum_{j=1}^{N} \sum_{k=1}^{K_j} u_{jk} y_{js}
\]
\[
T_s \geq 1 \text{ and integer.}
\]

Basically, the minimization of the total cost by the manufacturer is equivalent to the maximization of its profit, because the total revenue generated from the customer orders for the final products is a fixed constant in this study.

Constraint (2) ensures the Assumption I of one-way substitution between module options. Constraints (3) to (5) set the values of \( x_{ijk}, u_{jk}, y_{js}, U_n, \) and \( U_s \). Constraint (6) ensures that \( T_s \) is a positive integer.

The first term of the above objective function, DC, is relatively simple. Once the configuration of the product family, or matrix \( \mathbf{M} \), is decided, DC can be calculated easily. The second term of the above objective function, SC, is clearly composed of three parts. The first part is total unit purchase cost (PurC) paid to suppliers, the second one is ordering cost (OrdC), and the last one is raw material inventory holding cost (InvC). Since DC becomes constant once the Manufacturer’s PPD decision is given, the Manufacturer’s objective function after he made his PPD decision is

\[
SC(\mathbf{Y}, \mathbf{T}) = PurC + OrdC + InvC
\]

\[
= \sum_{s=1}^{S} u_{ns} \left[ \sum_{j=1}^{N} \sum_{k=1}^{K_j} u_{jk} y_{js} p_{js} + AT_s + \frac{hU_s}{2T_s} \right].
\]
For each supplier \( s = 1, 2, \ldots, S \), if he is selected, the relevant sourcing cost of the manufacturer incurred by the procurement of module options from this supplier; namely, \( SC_s(T_s) \), can be represented by

\[
SC_s(T_s) = PurC_s + OrdC_s + InvC_s
\]

\[
= \sum_{j=1}^{j^o} \sum_{k=1}^{K_j} u_{jks}p_{jks} + AT_s + \frac{h_s}{2T_s} \quad (8)
\]

Therefore, we have \( SC = \sum_{s=1}^{S} w_sSC_s \).

### B. Suppliers’ Model

For simplicity of modeling and representation, we assume that each supplier is homogenous with respect to the production of module options. That is, for each supplier, the objective is to maximize its total profit, \( \pi_s \), from the sales of module options to the Manufacturer, which is equivalent to the total revenue minus order processing cost, manufacturing setup cost, raw material ordering cost and inventory holding cost. The relevant parameters and variables of any supplier \( s = 1, \ldots, S \) are given by Table II.

Given the ordering cycles of the manufacturer, \( T_s \), to supplier \( s \), it can be easily shown that the supplier \( s \)'s ordering cycles \( I_s \) should be some integer division of \( T_s \). Let \( I_s = T_s/\theta_s \), where \( \theta_s \) is an integer, and \( \theta_s \geq 1 \). Since \( U_s/T_s \) units are delivered to the manufacturer as soon as the supplier \( s \)'s raw material inventory is replenished, the average raw material inventory held by the supplier \( s \) will be \( \theta_s(U_s/T_s)/2 \) [45], [42]. Thus, the supplier \( s \)'s objective function is as follows:

\[
\text{Max } \pi_s(b_s, \theta_s) = \sum_{j=1}^{j^o} \sum_{k=1}^{K_j} u_{jks}p_{jks} \quad (9)
\]

\[
- (A_s + F_s)T_s + \frac{V_sT_s}{\theta_s} - \frac{h_s}{2T_s}(\theta_s - 1)U_s
\]

subject to

\[
F_s = \sum_{j=1}^{j^o} \sum_{k=1}^{K_j} F_{jks} \quad (10)
\]

\[
p_{jks} = p_{jks}^0 - b_s \left( \frac{U_s}{T_s} \right) \quad (11)
\]

\[
b_s \geq 0 \quad (12)
\]

Constraint (10) gives the value of \( F_s \) which represents the total manufacturing set up cost occurs at supplier \( s \). Constraint (12) ensures that the value of \( b_s \) is nonnegative since the unit price of module option is given by (11). Constraint (13) ensures that the unit price offered by any supplier is not lower than the unit manufacturing cost of the module option where \( \varepsilon_{jks} \) is unit profit margin desired by the supplier. Constraint (14) ensures that \( \theta_s \) is a positive integer.

### C. Game-Theoretic Model

Without sufficient communication between the Manufacturer and the suppliers, it is the Manufacturer who holds a comparatively powerful position over the suppliers because the Manufacturer acts first to offer PPD and supplier selection decisions to the suppliers. Based on the decision structure of the game shown in Fig. 2 and the above objective functions of all the players, we can formulate the three-move dynamic configuration game as follows:

\[
\text{Min } C_M(M, Y)
\]

subject to

constraints (2)–(5)

\[
\text{Max } \pi_s(b_s, \theta_s), \text{ for each } s = 1, 2, \ldots, S \text{ and } w_s = 1
\]

subject to

constraints (10)–(14)

\[
\text{Min } SC_s(T_s)
\]

subject to:

Constraint (6).

Before continuing the analysis, let us again consider the assumption that all suppliers are homogeneous and, therefore, have the same cost structure. This assumption is technically not necessary for developing the model and solution technique. Instead, it is only introduced for convenience of representation and analysis. In other words, we only need one uniform formula to represent the objective function (payoff) \( \pi_s \) of each supplier.
(player) as defined in (9)–(14) and constraints \( \text{Max} \ \pi_s(b_s, \theta_s) \), for each \( s = 1, 2, \ldots, S \) and \( w_s = 1 \) in the game model. It is, however, perfectly appropriate for suppliers to have different forms of cost (profit) structures. In this case, these equations and constraints must be worked out and represented separately. Appropriate solution techniques should also be considered for each cost function of each supplier.

D. Model Analysis

In this section, we derive some optimization conditions for the above game model. First we consider when no quantity discount schedules are offered by the suppliers. In this case, we have \( p_{jks} = p_{jks}^0 \) and the optimal decision on ordering cycles to each selected supplier \( s \), \( T_s \), of the Manufacturer to minimize \( S_{C_s}(T_s) \) can be obtained following the classical Economic Order Quantity (EOQ) policy from (8). Thus, we have

\[
T_s^* = \sqrt{\frac{hU_s}{2A}}.
\]  

(15)

Now, suppose that \( p_{jks} \) and \( T_s \) for any selected supplier \( s \) are fixed, then the supplier \( s \)'s problem of finding the optimal ordering cycles, \( I_s = T_s/\theta_s \), in this case becomes

\[
\min \delta_s = \frac{V_s T_s}{\theta_s} + h_s (\theta_s - 1) U_s.
\]

The value of \( \theta_s \) that minimizes \( \delta_s \) is given by the smallest \( \theta_s^* \) that satisfies (see [39])

\[
\theta_s^* (\theta_s^* - 1) \leq \frac{2V_s T_s^2}{h_s U_s} \leq \theta_s^* (\theta_s^* + 1).
\]  

(16)

Let us define \( \lfloor a \rfloor \) as the largest integer no larger than \( a \). One calculation method for \( \theta_s^* \) can be expressed as follows (see [42]):

\[
\theta_s^* = \left[ \frac{1 + \sqrt{1 + \left( \frac{2V_s T_s^2}{h_s U_s} \right)}}{2} \right].
\]  

(17)

Now let us consider the condition when all the suppliers are offering the following linear quantity discount schedule: \( p_{jks} = p_{jks}^0 - b_s \left( \frac{U_s}{T_s} \right) \), where \( U_s/T_s \) is the Manufacturer’s ordering quantity to supplier \( s \). Substituting for \( p_{jks} \) from (11) into (8), we get the Manufacturer’s objective function in this case as follows:

\[
S_{C_s}(T_s) = \sum_{j=s}^{K_j} \sum_{k=1}^{K_j} u_{jks} x_{jks} \left[ p_{jks}^0 - b_s \left( \frac{U_s}{T_s} \right) \right] + AT_s + \frac{hU_s}{2T_s}.
\]

The necessary condition for the minimum of \( SC_s \) is

\[
\frac{dSC_s(T_s)}{dT_s} = b_s U_s^2 T_s^2 + A - \frac{hU_s}{2T_s} = 0
\]

or

\[
b_s = \frac{(hU_s^2)}{2} - \left( \frac{AT_s^2}{U_s^2} \right).
\]  

(18)

Using the above equation, the Manufacturer can find his optimal decision of \( T_s \) to each supplier \( s \) once the value of \( b_s \) is given. Substituting (17) into constraint (12), we get

\[
\left( \frac{hU_s}{2A} \right) - \left( \frac{AT_s^2}{U_s} \right) \geq 0
\]

or

\[
T_s \leq \sqrt{\frac{hU_s}{2A}} = T_s^*.
\]  

(19)

Substituting (18) into constraint (13) and using \( \Delta_{jks} \) for \( p_{jks}^0 - c_{jks} - e_{jks} \), for each module option \( k = 1, 2, \ldots, K_j \) of module \( j^s \) where \( u_{jks} > 0 \) and is purchased from supplier \( s \), i.e., \( y_{jks} = 1 \), we can get

\[
\Delta_{jks} \geq \frac{U_s}{T_s} - \frac{AT_s}{U_s}
\]

or

\[
T_s^2 + \Delta_{jks} U_s T_s - \frac{hU_s}{2A} \geq 0
\]

for \( k = 1, 2, \ldots, K_j \), \( x_{jks} = 1 \), \( u_{jks} > 0 \), \( j = j^s \).

(20)

Define

\[
T_s' = \frac{\Delta_{jks} U_s}{2A} + \sqrt{\frac{\Delta_{jks}^2 U_s^2}{4A^2} + \frac{hU_s}{2A}}
\]

and

\[
T_s'' = \max \left\{ T_s' \mid k = 1, 2, \ldots, K_j; y_{jks} = 1, \right.
\]

\[
\left. u_{jks} > 0, j = j^s \right\}
\]

(21)

Then, (20) is equivalent to

\[
T_s \geq T_s''.
\]  

(22)

When supplier \( s \) is not selected for supplying module option \( k \), i.e., \( y_{jks} = 0 \), or the module option is not used by the Manufacturer at all, i.e., \( u_{jks} = 0 \), constraint (13) becomes \( p_{jks}^0 \geq c_{jks} + e_{jks} \) and can be ensured by system inputs. Combining (6), (19), and (22), the reaction range of the Manufacturer’s decision variable, \( T_s \), that needs to be considered during his second or system’s third move is given by

\[
\max \{1, T_s''\} \leq T_s \leq T_s^*, T_s \text{ is integer}.
\]  

(23)

Furthermore, recall that once the value of \( T_s \) is given, the optimal value of \( \theta_s^* \) can be obtained from (17). Define the lower
and higher bounds of $\theta^n_s$ to be $\bar{\theta}^n_s$ and $\overline{\theta}^n_s$, respectively. Then, we have

$$\bar{\theta}^n_s = \frac{\left(1 + \sqrt{1 + \frac{8V_n (\max_{\mathbf{T}} T_{max})^2}{h_{\mathbf{s}} U_{\mathbf{s}}}}\right)}{2}$$

and

$$\overline{\theta}^n_s = \frac{\left(1 + \sqrt{1 + \frac{8V_n (T_{max})^2}{h_{\mathbf{s}} U_{\mathbf{s}}}}\right)}{2}. \quad (25)$$

Rearranging (16) we get range of the values of $T_{max}$. Hence

$$\left[\sqrt{\frac{h_{\mathbf{s}} U_{\mathbf{s}}}{2V_n}} \theta^n_s (\theta^n_s - 1)\right] \leq T_{max} \leq \left[\sqrt{\frac{h_{\mathbf{s}} U_{\mathbf{s}}}{2V_n}} \theta^n_s (\theta^n_s + 1)\right]. \quad (26)$$

We define $[\theta^n_s]$ as the smallest integer no smaller than $\theta^n_s$.

E. Solution Procedure

For noncooperative static games, Nash equilibrium is widely known as the solution point at which every player has no reason to change his behavior. In our noncooperative three-stage dynamic game of complete and perfect information, we apply the extended solution concept of subgame perfect equilibrium to analyze the strategic behaviors of the players, i.e., the Manufacturer and suppliers. We construct the complete extensive form of our game which is illustrated in Fig. 3.

We assume that the Manufacturer has a finite number of platform products configuration decisions, or PPD decision matrices, $\mathbf{M}$, which are indicated by the superscript $n$, where $n = 1, 2, \ldots, N$, and a finite number of supplier selection decisions, or supplier selection matrices, $\mathbf{Y}$, which are indicated by the superscript $f$, where $f = 1, 2, \ldots, F$. Then the number of possible strategies of the Manufacturer at stage 1 is $N \times F$. Thus, there are $N \times F$ subgames at stage 2, one beginning at each of Suppliers’ decision nodes. The inputs of each subgame are the Manufacturer’s decisions, $\mathbf{M}^n$ and $\mathbf{Y}^f$.

In this paper, we propose a solution procedure based on the technique of backward induction which can be used to find a subgame perfect equilibrium. Once strategies are assigned at each stage, we can calculate the corresponding objective value for each player. Then, we can determine a subgame perfect equilibrium according to each player’s objective using backward induction. The solution algorithm is briefly summarized in Fig. 4. The right half of Fig. 4 is the solution procedure of subgames.

V. NUMERICAL EXAMPLE AND SENSITIVITY ANALYSIS

In this section, we present a simple numerical example to demonstrate the applicability of the proposed solution framework to our game problem. Through this example, we are also interested in investigating the mutual impacts between PPD decisions and SCC decisions.

A. Initialization of Model Parameters

We aim to construct a product family which retails at approximately $1,500, which has two variant modules ($m_1$ and $m_2$) in its GBOM. Each of the two variant modules has 4 module options. The relative values of $m_1$ and $m_2$ to the total value of an entire product are approximately at 18.3% and 9.3%, respectively.

The product family serves 2 market regions, namely Europe (EU) and North America (NA), and each regional market has 4 market segments. Thus, there are totally 8 market segments. It is reasonable that each market region has a different market size. Thus, we assume that EU and NA have approximately 45% and 55% of the given worldwide demand volume ($D$), respectively. Demand volume for each market segment is equal to the average demand volume of the market segments of the region. With respect to primary requirements of market segments, we assume that EU prefers lower-end module options while UA prefers higher-end module options. The primary requirement matrix, $\mathbf{R}$, is generated randomly for our simulations as follows:

$$\mathbf{R} = \begin{pmatrix} 2 & 3 & 1 & 2 & 2 & 4 & 3 & 4 \\ 1 & 3 & 1 & 2 & 4 & 2 & 3 & 3 \end{pmatrix}.$$
of the COGS is budgeted for raw material cost by the Manufacturer. With the retail price of has been set at $1,500 as above, the total raw material cost of a finished product is about $735. Again, the material cost of each variant module is proportionately determined according to its relative value, and increases by 5% for one performance level higher.

From the perspective of the suppliers, as we have stated in Section III, there are two kinds of suppliers for each variant module, i.e., the supplier with high flexibility and with low flexibility. The former can produce all the module options of the variant module; the latter can only produce either the lower or the higher half module options of the variant module. Therefore, we assign three suppliers to each variant module, of which two are with low flexibility and one is with high capability. It is reasonable to assume that the prices of the module options from the low-flexibility suppliers are lower than those occurring at the high-flexibility suppliers. Again, the COGS of a module option at the suppliers is about 70% of its original price. Finally, the average fixed setup costs for module options in $m_1$ and $m_2$ are estimated at about $400 and $200, respectively.

The values used for other model parameters in our simulations are given in Table III.

<table>
<thead>
<tr>
<th>Model parameters:</th>
<th>$A$</th>
<th>$h$</th>
<th>$A_1$</th>
<th>$V_x$</th>
<th>$h_1$</th>
<th>$c_{fc}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Values:</td>
<td>300</td>
<td>4</td>
<td>100</td>
<td>300</td>
<td>1</td>
<td>0.05$p_{0.05}$</td>
</tr>
</tbody>
</table>

Among the various game model parameters, lifetime demand volume of the platform products, $D$, is the only important one which concerns all the players greatly. At the age of mass customization, there is a trend toward a high level of product variety and short product life cycles which leads to a lower lifetime worldwide demand than that in a mass production system. However, what is the relationship between the level of product variety as well as other strategic decisions of all the players and
the lifetime demand volume? In this paper, we are especially interested in this problem in our simulations. We select five levels of $D$ in our simulations which include 0.06 million units (denoted by $D_1$), 0.25 million units (denoted by $D_2$), 0.5 million units (denoted by $D_3$), 1 million units (denoted by $D_4$), and 2 million units (denoted by $D_5$).

For each level of $D$, the decisions of each player in the case where the primary requirement of market segments have been taken for the Manufacturer’s platform products configuration decision would be determined first. In other words, platforming is not allowed in this case. We call it “no platforming” or NP case. Then, the decisions of each player in the case where the platform products configuration has not been decided yet would be determined. In other words, platforming is allowed in this case, and we call it “with platforming” or WP case. The results of both cases would be compared to find out how platforming strategy impacts the behaviors of all the players.

In order to interpret the PPD decisions of the Manufacturer, we use the term “the level of customization” to indicate the optimal number of product variants included in the end product family. That is, this level measures the degree of product variety of the product family. For the sourcing decisions of each variant module made by the Manufacturer, we use the term “high sourcing” to indicate that all the module options are purchased from suppliers with high flexibility and the term “low sourcing” to indicate that the module options are purchased from suppliers with low flexibility.

### B. Simulation Results

After the lifetime of the studied platform products described above is assumed as two years, the optimal solutions of the ICPPSC game are searched through the proposed solution procedure. We present the simulation results in the following.

First, we give the results of PPD decisions of the Manufacturer in Fig. 5 which shows the comparison between the $\text{B}$ of NP case and the optimal $\text{M}$ of WP case under each level of $D$ for $m_1$ and $m_2$, respectively. As we can see from Fig. 5, products in WP case are different from those in NP case, which results in the decreases of the number of module options used for $m_1$ and $m_2$, respectively, in the WP case. Specifically, in WP case, only 2 module options are used for $m_1$ under $D_1$, and 3 module options are used for $m_1$ under $D_2$–$D_5$, while 3 module options are used for $m_2$ under each level of $D$. However, all the 4 module options are used for $m_1$ and $m_2$, respectively, in NP case. The decreases in the numbers of module options used lead to a decrease of the level of customization of the platform products, as well as the reductions of development cost from NP case to WP case. In addition, the level of customization in the WP case increases as $D$ increases. This implies that the pressure of mass customization of the Manufacturer is high when $D$ is low. In other words, the Manufacturer will have more inclination to offer highly mass customized products when lifetime demand volume is high.

Next, we present the changes of the values of the Manufacturer’s objective and its elementary parts between the NP and WP cases under each level of $D$ in Fig. 6. Fig. 6(a) shows the decreases of total costs and the DCs while Fig. 6(b) presents the changes of the elementary costs in SC.

We can see from Fig. 6(a) that the total cost and DC are always lower in WP case. Moreover, the reduction in the DC decreases as $D$ increases because the level of customization increases. On the other hand, through the Manufacturer’s objective function presented in Section IV, we can see that the discrepancy between the decreases of the total cost and the DC is the change of the SC. Then we can figure out from Fig. 6(a) that Manufacturer’s SC is higher in WP case under demand levels $D_1$–$D_4$, and is lower in WP case under demand level $D_5$. This can be explained as follows. When $D$ is low, the level of customization is low and the module options used have higher performance levels as well as prices in WP case because of our option replacement assumption. Therefore, the SC is higher in WP case when $D$ is low. However, the total cost still decreases in WP case because of the reduction of DC. As $D$ increases, the level of customization increases and more low-end module options with lower prices are used. Thus, the increase of the SC in WP case decreases even becomes negative. That is, the SC is lower in the WP case.

Fig. 6(b) presents the changes of the elementary costs in SC, i.e., the increases of $\text{PurC}$ and $\text{OrdC}$, and the decrease of $\text{InvC}$, from the NP case to the WP case under each level of $D$. Again, we can see from the downward trend of the $\text{PurC}$’s increase in this figure that the Manufacturer’s sourcing pressure is comparatively high when $D$ is low and this pressure decreases as $D$ increases, which is coincident with what we have discussed above.
In addition, we can see that under the impact of platforming, the InvC of the Manufacturer decreases to some extent under each level of $D$.

Now we display the simulation results of the suppliers’ objectives under each level of $D$ in Fig. 7. Just as in Fig. 1, $S_1$, $S_2$, and $S_4$, $S_5$ are suppliers with low flexibility while $S_3$ and $S_6$ are suppliers with high flexibility for $r_{11}$ and $r_{12}$, respectively. As only selected suppliers would have profits, the results in Fig. 7 can also reflect the supplier selection decisions of the Manufacturer.

We consider the supplier selection decisions of the Manufacturer first. We can see that the Manufacturer chooses low sourcing strategy in the WP case in stead of high sourcing strategy in the NP case. On the other hand, when $D$ increases, there is a trend of using the low sourcing strategy in both cases for the Manufacturer. Then, from the perspective of the suppliers, we can see from Fig. 7 that for the suppliers of each variant module, the profit of a single supplier (when the Manufacturer uses high sourcing in both cases) or the sum of the profits of the suppliers as a group (otherwise) increases in the WP case. This implies that the platforming strategy is of benefit to the suppliers either. However, such benefit mostly goes to the suppliers who can produce the high-end module options (i.e., $S_2$ and $S_5$).

In the above, we have discussed the results about the impacts of platforming strategy on the objectives of the Manufacturer and the suppliers, and the PPD and supplier selection decisions of the Manufacturer at the first move of the dynamic configuration game. Now, let us look at the results about the optimal decisions of the suppliers and the Manufacturer at the second and the third move of the game. Such decisions include the price discount rate, $b_s$, and ordering frequency, $\theta_s$, decisions of each selected supplier (at the second move) and the Manufacturer’s ordering cycle to each selected supplier, $T_s$ (at the third move). The simulation results of these decision variables in both the NP and WP cases under each level of $D$ are shown in Table IV.

We can see from Table IV that, the ordering cycles of the suppliers who can only produce the low-end module options (i.e., $S_1$ and $S_4$) decrease in the WP case, while the ordering cycles of the other suppliers (i.e., those who can produce the high-end module options) increase in the WP case. On the other hand, we can see from Table IV that the discount rates offered by the suppliers decrease in the WP case. This can imply that the Manufacturer tends to accept higher prices from suppliers, or the suppliers can make higher sale prices under the impact of platforming.

About the decisions at the final move of the Manufacturer, we can see that when $D$ is low, the Manufacturer orders more times in the WP case. As $D$ increases, the Manufacturer’s ordering frequency decreases in the WP case. Moreover, most of his orders go to the suppliers who can produce the high-end module options.

Finally, we present the results about how the platforming strategy of the Manufacturer is affected by the suppliers’ flexibilities. In order to achieve this, we design some experiments in which the sourcing strategy of the Manufacturer are restricted to only the high sourcing or only the low sourcing. The results of the Manufacturer’s PPD decisions in these experiments are shown in Fig. 8. In this figure, “high” or “low” means the Manufacturer’s sourcing strategy is restricted to high or low sourcing. We can see from this figure that the flexibilities of the suppliers do affect the Manufacturer’s PPD decisions, and high flexibility of the suppliers’ capability leads to a high level of customization.

C. Managerial Implications

Based on the results obtained from the simulation analyses presented above, we can draw a general conclusion that there do exist mutual impacts between the PPD and SCC decisions among the players in our configuration game of the ICPPSC problem. In this section, we will wrap up our findings and some main implications regarding the impacts of platforming strategy on the benefits and decisions of all the players, and the impacts of supply chain decisions and parameters on the platforming strategy.

First, the total cost of the Manufacturer decreases while for the suppliers of each variant module, the profit of a single supplier (when the Manufacturer uses high sourcing in both cases) or the sum of the profits of the suppliers as a group (otherwise) increases in the WP case. This implies
that the platforming strategy is of benefit to both the Manufacturer and the suppliers. Specifically, such benefit for the suppliers of each variant module mostly goes to those who can produce the high-end module options at the cost of the profits of the suppliers who produce only the low-end module options.
Second, under the impact of platforming, the Manufacturer’s inventory cost enjoys a generally decreasing trend. In addition, the platforming strategy increases the Manufacturer’s purchasing costs especially when $D$ is low. This is because when $D$ is low, the level of customization is low and the high-end module options are ordered to replace the low-end ones. However, this still results in overall benefits for the Manufacturer due to savings in other areas.

Third, the platforming strategy leads the Manufacturer to use the low sourcing strategy or the suppliers with low flexibility instead of high sourcing strategy when $D$ is low. This implies that when $D$ is low and the Manufacturer decides to provide the customers with the products exactly as they require, the suppliers would tend to build up a higher flexibility. Otherwise, the suppliers would like to build up a lower flexibility especially for producing high-end module options.

Fourth, the Manufacturer enjoys better benefits by producing platform products with lower level of customization when $D$ is low. As $D$ increases, the Manufacturer’s desire to offer highly customized products becomes stronger.

Fifth, the Manufacturer tends to accept higher prices from the suppliers under the impact of platforming so that the suppliers share the benefits of platforming. In addition, under the impact of platforming, the suppliers who can produce the high-end module options order more frequently, and the Manufacturer’s total ordering frequency increases when $D$ is low and decreases when $D$ is high while most of his orders go to the suppliers who can produce the high-end module options.

Finally, the flexibility of the suppliers’ capability can affect the Manufacturer’s PPD decisions. When the flexibility is high, the level of customization of the end-products decided by the Manufacturer becomes higher.

### Table IV

<table>
<thead>
<tr>
<th>$D_1$</th>
<th>$D_2$</th>
<th>$D_3$</th>
<th>$D_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b_1$ ($\times 10^{-5}$)</td>
<td>4.0</td>
<td>5.5</td>
<td>4.5</td>
</tr>
<tr>
<td>$T_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$b_2$ ($\times 10^{-5}$)</td>
<td>0.5</td>
<td>1.1</td>
<td>1.3</td>
</tr>
<tr>
<td>$T_2$</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$b_3$ ($\times 10^{-5}$)</td>
<td>0.6</td>
<td>0.9</td>
<td>0.6</td>
</tr>
<tr>
<td>$T_3$</td>
<td>19</td>
<td>34</td>
<td>24</td>
</tr>
<tr>
<td>$b_4$ ($\times 10^{-5}$)</td>
<td>0.3</td>
<td>0.1</td>
<td>0.5</td>
</tr>
<tr>
<td>$T_4$</td>
<td>64</td>
<td>38</td>
<td>53</td>
</tr>
<tr>
<td>$b_5$ ($\times 10^{-5}$)</td>
<td>0.1</td>
<td>0</td>
<td>0.2</td>
</tr>
<tr>
<td>$T_5$</td>
<td>2</td>
<td>2</td>
<td>1</td>
</tr>
<tr>
<td>$T_6$</td>
<td>91</td>
<td>54</td>
<td>75</td>
</tr>
</tbody>
</table>

Fig. 8. PPD decisions under different suppliers’ flexibilities and level of $D$. (a) $m_1$ and (b) $m_2$.

### D. Further Remarks on the Game Model

The game model used in this paper is sequential with the Manufacturer taking a leading/dominating role by moving first
to determine a few decision variables. In this setting, once the manufacturer makes the supplier selection decision, the chosen suppliers get more power in the channel. In this sense, the manufacturer apparently loses the opportunity to benefit from the price competition among all the alternative suppliers. This implies that the suppliers make pricing decisions first before the manufacturer makes the supplier selection decision. A game model with suppliers as leaders is very complicated because of multiplicity of suppliers and complexity of configuration and supplier selection decisions. There are several good reasons for us to consider the manufacturer-led game in this research. First, in our research problem, there is no information exchanging or competitive relationship between suppliers. Therefore, there is no wider pool as suppliers make their pricing decisions independent of each other. We can formulate a Nash subgame for suppliers to consider their competitive relationships, and then incorporate all the subgames in the overall game. Experience shows that the resulting game is extremely complicated and then the efficiency of the computational solution is of major concern [46]. Moreover, in our research problem, the flexibility or capability of each supplier is different. Some suppliers can only produce the higher or lower end of the module options while other suppliers can produce all the module options. Therefore, it is not practical for them to compete. For example, the supplier who can only produce the lower end module options cannot compete with the supplier who can only produce the higher end module options.

Second, the supplier selection decision of the Manufacturer is required when we optimize the suppliers’ model. As we have assumed that single sourcing policy is optimal for the Manufacturer (see Assumption 4), once supplier selection decision of the Manufacturer is given, the total demand volume of module options to each supplier can be gotten. The total demand volume of each supplier is an input parameter of the supplier’s model in this paper, just like many other quantity discount models [38], [39]. In other words, a supplier’s pricing decision is affected by its total demand volume, and it is difficult for this supplier to make pricing decision if the demand volume is unknown. This is true in practice. In addition, further research is needed if the single sourcing assumption is replaced by allowing multiple sourcing.

Finally, our solution approach proposed in this paper is an enumerative method. The Manufacturer evaluates every possible supplier selection decision based on suppliers’ rational reactions and then selects an optimal one. Therefore, once the manufacturer makes his supplier selection decision, the chosen suppliers do not necessarily get more power in the channel. Instead, the only player with more power is still the Manufacturer in our game. As our solution procedure is global and enumerative, the solution gotten in this paper should be optimal.

VI. CONCLUSION AND FUTURE WORK

The work presented in this paper makes several contributions. First, this research has examined the integrated configuration of platform products and supply chains, and more importantly GT has been used to formulate and solve this emerging and complex problem. This is an early but important addition to the literature where virtually little work has been done using the game to reflect the supply chain environment. The game model allows us to mimic the cooperation and competition situation between enterprises in the supply chain when they make design decisions for the products, processes and supply sources. This paper forms a foundation for further systematic and comprehensive studies on different supply chain coordination/competition environments.

The formulation and solution of the supply chain configuration game is another important contribution of this paper. The configuration game is complicated by the fact that supplier selection itself is a decision variable. This is very different from other types of supply chain games where the suppliers are normally selected already and, therefore, they are game players. In the configuration problem, suppliers may not yet been selected and it becomes an issue if they should participate in the game as players. We deal with this problem using a three-move dynamic game. Supplier selection is accomplished in the first move by the manufacturer. We have also used both analytical and computational methods for the derivation of the optimal ranges of players’ rational reactions, and the development of the solution procedure.

This paper has also contributed to the understanding and knowledge about the mutual impacts of the configuration decisions through a series of simulations using the proposed game model and solution procedure. We have derived some interesting general observations and managerial implications from the specific case application and simulations.

An immediate extension of this paper is to conduct more analyses using more decision parameters and variables to obtain more implications from our configuration game of ICPPSC problem. In this case, the problem complexity is increased. The current solution procedure proposed in this paper is enumerative and, therefore, has a comparatively low computational efficiency. A more sophisticated solution algorithm is required to solve the complex model for better efficiency and effectiveness. We plan to develop a parallel hybrid coevolutionary algorithm for solving the game models.

In this paper, the suppliers’ decisions are comparatively simple and they only offer quantity discounts in this game. The suppliers may also offer volume discounts in addition to quantity discounts and have more decision variables. As for the Manufacturer’s objective function, it may be extended to a profit model which takes the Manufacturer’s pricing policy as a new decision variable. Finally, we did not consider the locations of the players as well as the transportation lead-time between each player in this paper. Our extended model may take these into consideration.

Configuration games need further investigations. It is important to use different types of game models to simulate various coordination strategies in SCM, from fully integrated, cooperative to fully competitive, and from simultaneous to sequential. First, the game model used in this paper is sequential. The Manufacturer takes a leading/dominating role by moving first to determine a few decision variables. In this setting, once the manufacturer makes the supplier selection decision, the chosen
suppliers get more power in the channel. In this sense, the manufacturer would lose the opportunity to benefit from the price competition among all the alternative suppliers. This raises an issue who moves first. It would be interesting to see the outcome of the game where the manufacturer makes suppliers move first to commit to their prices prior to supplier selection decision. Alternatively, these two decisions are made simultaneously in a simultaneous game. In both cases, the resulting game models are completely different and much more complicated to solve. This is an area for further investigation. Second, the game model used in this paper is noncooperative. It would be interesting to investigate other game models with closer cooperation between the Manufacturer and suppliers (e.g., fully integrated supply chain and cooperative coalitional games). In a coalition cooperative game, individual suppliers cooperate to meet customer demand which cannot be met individually. Third, the competitive relationship between suppliers in the game also deserves further study. Through competition, the Manufacturer may get lower prices from suppliers and, therefore, get a higher pay-off. This can be done using a competitive simultaneous game or subgame. Fourth, an assumption was made in this research upon single sourcing. If multisourcing is allowed, how the game model should be revised and the solution technique be extended requires further study. Finally, it would be interesting to compare the results obtained in the game model used in this paper with those using the game models mentioned above. Such comparative analyses will provide significant insights for integrated configuration of platform products and supply chains under different coordination schemes.

Finally, while the game model presented in the paper was for a two-echelon supply chain: the Manufacturer and its suppliers. It is desirable to include other echelons such as retailers and distributors. The game-theoretic approach presented in this paper can be extended to solve such complex chain. For a three-echelon supply chain (supplier-manufacturer-retailer), for example, it can be explored by applying the game-theoretic approach proposed in this paper on both ends of the chain. However, it is worth pointing out that it is not easy to consider multitier supply chains in a game model although several such models exist in the literature. Most of such game models are associated with some special assumptions. It is our ultimate intention to extend our work in this paper for multitier supply chain games. Our planned approach is to formulate a game for the pair-wise two-tier supply chains and then propagate the solution into the next tier in a similar way. We have conducted some investigations into the two-tier supply chains 1 retailers versus manufacturer reported separately in another paper [46] and 2 manufacturer versus suppliers (as in this paper) in two separate researches. This combination of retailers-manufacturer game and manufacturer-suppliers game into one game is itself novel, deserving substantial further research efforts.
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