Abstract—This paper studies the effect of channel estimation error and antenna diversity on multilevel quadrature amplitude modulation (M-QAM) systems over Rayleigh fading channels. Based on the characteristic function method, a general closed-form bit-error rate (BER) for M-QAM systems is presented. The effect of the inaccurate channel estimation on the performance for pilot-symbol-assisted modulation M-QAM systems with antenna diversity is investigated. Simulation results for M-QAM ($M = 4, 16, 64, 256$, etc.) show that the analytical method can accurately estimate the system performance. Moreover, numerical results show that with the antenna-diversity technique, the BER performance improves significantly, especially in perfect channel-estimation cases. It is also found that the channel-estimation error limits the benefit of antenna diversity. By increasing the length of the channel estimator and the amplitude estimation error limits the benefit of antenna diversity. Therefore, it is necessary to study the BER performance of M-QAM systems over fading channels.
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I. INTRODUCTION

During the past decade, multilevel quadrature amplitude modulation (M-QAM) has been considered for high-rate data transmission over wireless links due to its high spectral efficiency [1]–[4]. In [2], the bit-error rate (BER) performance of QAM in additive white Gaussian noise (AWGN) channels shows that with little performance degradation, higher order modulation can be employed to increase the system throughput. However, in a fading environment, M-QAM requires more accurate fading compensation, because the received M-QAM signal suffers from severe amplitude and phase fluctuations, which certainly degrade system performance. Therefore, it is necessary to study the BER performance of M-QAM systems over fading channels.

It is well known that coherent detection in fading channels requires channel-fading information to compensate for amplitude and phase fluctuations, in order to scale the received signal to correspond to the modulation constellation. In many papers concerned with M-QAM systems, channel information is assumed to be perfectly estimated [1], [3], [5], [6]. However, M-QAM is more sensitive to amplitude and phase fluctuations than quaternary phase-shift keying (QPSK) or binary phase-shift keying (BPSK) modulation schemes [4]. Channel estimation becomes a key technique to compensate for the fading effect for QAM systems. Recent studies on M-QAM are mostly focused on symbol-error rate (SER) [1], [5], [9]. Some studies on BER performance are mainly based on computer simulations [7], although it provides analytical results for a special case (e.g., perfect channel estimation and two-branch space diversity). The analytical result for the BER of 16/64-QAM in Rayleigh fading with imperfect pilot-symbol-assisted channel estimation was presented by Tang et al. [4], but the integration operation in [4, eq. (40)] requires a heavy computation load, and thus, it is impractical to be extended to diversity cases. So far, no general algorithm exists to accurately provide the analytical BER performance for M-QAM systems in fading channels.

Due to the poor performance of high-order modulations, e.g., 64/256-QAM, in fading channels, especially in low signal-to-noise ratio (SNR) cases, antenna diversity is employed in this paper to improve system performance. Different from space diversity in [7], antenna diversity is achieved by using multiple antennas at the receiver to combat fading without expanding the system bandwidth [8], where antennas are sufficiently separated. By using the characteristic function method [8], an accurate BER calculation for pilot-symbol-assisted modulation (PSAM) M-QAM systems with imperfect channel estimation and different diversity orders in Rayleigh fading channels is obtained.

The paper is organized as follows. Section II presents the system structure, including transmitter, channel, and coherent receiver models. After that, a pilot-symbol-assisted channel-estimation algorithm is briefly described. Performance analysis is presented in Section III. In Section IV, comparison and discussion on numerical results with various parameters are given. Finally, some conclusions are drawn in Section V.

II. SYSTEM MODELS

The overall diagram of M-QAM systems is shown in Fig. 1, which includes transmitter, channel, and receiver models.

A. Transmitter Model

As shown in Fig. 1, the data stream in the transmitter is first fed into an M-QAM mapper. At the M-QAM mapper, the data bit stream is split into in-phase (I) and quadrature (Q) bit streams, which are separately Gray coded as $\sqrt{M}$-AM signals and mapped to complex symbols.
The I and Q parts of the complex M-QAM symbol are from the set \( \left\{ \pm d_0, \pm 3d_i, \ldots, \pm \left( \sqrt{M-1} \right) d_i \right\} \), and in order to guarantee equal average energy per bit for fair performance comparison with a different modulation order, \( d = \sqrt{\left( 3 \log_2 M / 2(M-1) \right)} \).

The Gray-coding procedure for each \( \sqrt{M} \)-AM is done as in [3]: sort elements in \( \left\{ \pm d_0, \pm 3d_i, \ldots, \pm \left( \sqrt{M-1} \right) d_i \right\} \) in ascending order, then label them with integers from 0 to \( \sqrt{M-1} \). Finally, convert the integer labels to their binary form. For the \( k \)th symbol corresponding to the element \( (2k - 1 - \sqrt{M})d_i \), where \( k = 1, 2, \ldots, \sqrt{M} \), letting its \((\log_2 M / 2)\)-digit binary equivalent be \( b_{1,k}b_{2,k} \ldots b_{(\log_2 M / 2),k} \), we obtain \( b_{i,k} = \left[ \left( (k - 1/2)(\log_2 M / 2) \right) \right] \mod 2 \) for \( i = 1, 2, \ldots, (\log_2 M / 2) \). Then the corresponding Gray code \( g_{1,k}g_{2,k} \ldots g_{(\log_2 M / 2),k} \) is given by [3]

\[
g_{1,k} = b_{1,k}, \quad g_{i,k} = b_{i,k} \oplus b_{i-1,k} \quad i = 2, 3, \ldots, \frac{\log_2 M}{2} \tag{1}
\]

where \( \oplus \) represents modulo-2 addition. The relationship of the input and output of the encoder is listed in Table I for \( M = 16 \) and 64 with constellations shown in Fig. 2.

In PSAM systems, pilot symbols are periodically inserted. The time-multiplexed pilot symbol \( D_{\text{Pilot}} \) is known to the receiver. As shown in [4], one pilot symbol is inserted between every \( S - 1 \) data symbols, then an \( S \)-symbol slot is formatted.

**B. Channel Model**

In an \( L \)-order antenna diversity system, it is assumed that the channel for each receiver antenna is an independent flat-fading channel at a rate much slower than the symbol rate, so the channel remains constant in one symbol duration. For the \( l \)th antenna, the phase \( \xi_l(t) \) is a random variable uniformly distributed in \([0, 2\pi]\), and the fading amplitude \( \alpha_l(t) \) is a Rayleigh random variable with probability density function (pdf)

\[
p(\alpha_l(t)) = \frac{2\alpha_l(t)}{\Omega_l} e^{-\left( \frac{\alpha_l(t)^2}{\Omega_l} \right)}, \quad \alpha_l(t) > 0
\tag{2}
\]

where \( \Omega_l \) is the average fading power. Assuming equal-gain fading channels, \( \Omega_l = \Omega \) for all \( l \). The autocorrelation of the channel is represented by

\[
E \left\{ \alpha_l(t) e^{j\xi_l(t)} \left[ \alpha_l(t) e^{j\xi_l(t)} \right]^* \right\} = \Omega_l J_0(2\pi f_D(t-\tau)) \delta(l-\tilde{l})
\tag{3}
\]

where \( (x)^* \) stands for the conjugation of \( x \). \( f_D \) is the Doppler frequency of the communication environment, \( J_0(\cdot) \) is the zeroth-order Bessel function, \( \delta(l-\tilde{l}) \) is equal to one when \( l = \tilde{l} \), and zero otherwise. \( \xi_l(t) \) and \( \alpha_l(t) \) are assumed to be independent for different \( l \).
TABLE I
INPUT/OUTPUT RELATIONSHIP OF GRAY ENCODER FOR M-QAM

<table>
<thead>
<tr>
<th>2-bit Gray Coder for 16-QAM ( d = \frac{2}{\sqrt{3}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Bits (Code word ( g_1g_2 ))</td>
</tr>
<tr>
<td>Output ( \sqrt{M} )-AM Symbol</td>
</tr>
<tr>
<td>Symbol Label ( (h_2h_1) )</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>3-bit Gray Coder for 64-QAM ( d = \frac{1}{\sqrt{7}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input Bits (Code word ( g_1g_2g_3 ))</td>
</tr>
<tr>
<td>Output ( \sqrt{M} )-AM Symbol</td>
</tr>
<tr>
<td>Symbol Label ( (h_3h_2h_1) )</td>
</tr>
</tbody>
</table>

C. Coherent Receiver Structure

Assuming perfect carrier and symbol-timing synchronization, the output of the matched filter at the \( i \)th antenna for the \( m \)th symbol transmitted in the \( r \)th slot may be written as

\[
r_f(nS + m) = \alpha(nS + m) e^{j\xi(nS + m)} D(nS + m) + N_f(nS + m) \tag{4}
\]

where \( D(nS + m) \) is the transmitted QAM symbol, and \( N_f(nS + m) \) is the background complex AWGN with double-sided power spectral density \( (N_0/2) \).

Without loss of generality, it is assumed that \( D(nS) \) is the pilot symbol for \( n = 0, 1, \ldots \). From (4), the desired signal component (the first term on the right-hand side) is perturbed by the fading amplitude \( \alpha(nS + m) \) and phase \( \xi(nS + m) \). If the fading gain or phase is estimated incorrectly, it leads to incorrect M-QAM detection, even in the absence of AWGN [4]. Thus, reliable communication for M-QAM systems requires accurate fading estimation and compensation techniques at the receiver.

In this paper, a coherent multiantenna receiver with pilot-symbol-assisted channel estimation is employed. The pilot-symbol-assisted channel estimator provides estimated fading gain and phase to eliminate the phase rotation, and scale the received signal for data decision. Channel-fading information is extracted by dividing the output of the matched filter for the pilot symbol \( r_f(nS) \) by the known complex pilot symbol. In PSAM systems, as the fading is time-variant, fading parameters in the pilot-symbol duration are not the same as those in the other data symbols’ duration. Moreover, the received signal suffers from AWGN. Thus, channel-estimation error is caused because of time-varying fading and AWGN. Several channel-estimation algorithms have been proposed, including optimal Wiener filter interpolation, low-order Gaussian interpolation (up to second order), or lowpass sinc interpolation. In general, all of them can be regarded as a finite impulse response (FIR) lowpass filter (LPF) with different sets of filter coefficients. Therefore, we will calculate the BER performance with a general FIR channel estimator of \( w \) taps. The channel estimation for the \( m \)th data symbol transmitted in the \( r \)th slot duration is given by

\[
\hat{r}_f(nS + m) = \sum_{\text{tap} = \lfloor (n-1)/2 \rfloor}^{\lfloor w/2 \rfloor} f_{\text{tap}}^m r_f((n + \text{tap})S) \frac{D_{\text{Pilot}}}{D_{\text{Pilot}}} \tag{5}
\]

As stated in [4], lowpass sinc interpolation can approach almost the same performance as optimal Wiener interpolation, but with less complexity. But ideal lowpass sinc interpolation is impractical due to its infinite length. Considering the truncation effect of the FIR LPF for channel estimation, the normalized interpolation coefficients of the FIR filter are defined as

\[
f_{\text{tap}}^m = \frac{\text{sinc}(\frac{m}{S} - \text{tap})}{\sum_{\text{tap} = \lfloor (n-1)/2 \rfloor}^{\lfloor w/2 \rfloor} \text{sinc}(\frac{m}{S} - \text{tap}_1)} \tag{6}
\]

where \( \text{sinc}(x) = (\sin(\pi x))/\pi x \).

According to [7], maximal ratio combing (MRC) gives the maximum SNR of the combined signal. Therefore, decision variables for I and Q parts of the \( m \)th data symbol transmitted in the \( r \)th slot duration are

\[
\hat{Z}_f^I(nS + m) = \frac{1}{2} \sum_{\ell = 1}^{L} (r_f(nS + m) \hat{r}_f^\ast(nS + m) + r_f^\ast(nS + m) \hat{r}_f(nS + m)) \sum_{\ell = 1}^{L} \left| \hat{r}_f(nS + m) \right|^2 \tag{7}
\]
in the slot may be different. Thus, the BER between $\hat{Z}^I(nS + m)$ and $\hat{Z}^Q(nS + m)$. The BER performance for the $m$th transmitted symbol in the slot can be obtained by averaging the conditional BER over all possible M-QAM constellation points in the first quadrant, even in the presence of imperfect channel gain and/or phase estimation [4]. Moreover, considering the fact that the quality of channel estimation indicated by the cross-correlation coefficient $\rho$ between $|q_1(nS + m)|^2$ and $|\hat{r}_2(nS + m)|^2$ [4] may be different for different $m (m = 1, 2, \ldots, S - 1)$, the BER for different $m$ in the slot may be different. Thus, the BER $p_b$ for M-QAM is obtained by

$$p_b = \frac{1}{S-1} \sum_{m=1}^{S-1} \sum_{q_1=1}^{\sqrt{M}} \sum_{q_2=1+\sqrt{M}/2}^{\sqrt{M}/2} p_{c,m,q_1,q_2}$$

where $p_{c,m,q_1,q_2}$ is the conditional BER when the transmitted symbol $D(nS + m)$ is

$$(2q_1 - 1 - \sqrt{M}) d + j(2q_2 - 1 - \sqrt{M}) d.$$

Concerning the conditional BER $p_{c,m,q_1,q_2}$ in (9), it can be easily evaluated by averaging over all possibilities of the decision variable $\hat{Z}^I(nS + m)$. We can see that for the I part of a given transmitted symbol, i.e., $D^I(nS + m) = (2q_1 - 1 - \sqrt{M}) d$, when $\hat{Z}_I(nS + m) \geq (\sqrt{M} - 2) d$, the receiver will detect the I part of the transmitted symbol as $(\sqrt{M} - 1) d$. Let $H_{k_1,k_2}$ denote the Hamming distance between code words representing for $\sqrt{M}$-AM symbols $(2k_1 - 1 - \sqrt{M}) d$ and $(2k_2 - 1 - \sqrt{M}) d$. Then there is $H_{k_1,k_2}$-bit error among the $(\log_2 M)/2$ transmitted bits being represented by the I part of the transmitted symbol. For the Gray-coding scheme shown in (1), $H_{k_1,k_2}$ can be expressed as

$$H_{k_1,k_2} = \sum_{i=1}^{\log_2 M/2} g_{k_1}k_1 \oplus g_{k_2}k_2.$$  

With the same method to evaluate the rest of the possibilities of $\hat{Z}_I(nS + m)$, the conditional error probability $p_{c,m,q_1,q_2}$ can be written as shown in (11) at the bottom of the next page, where $p_r(\hat{Z}_I(nS + m) < \tilde{B}|m, q_1, q_2)$ is the conditional probability of $\hat{Z}_I(nS + m) < \tilde{B}$ when the transmitted QAM symbol $D(nS + m)$ is equal to $(2q_1 - 1 - \sqrt{M}) d + j(2q_2 - 1 - \sqrt{M}) d$. The focus is now on calculating the conditional probability of $p_r(\hat{Z}_I(nS + m) < \tilde{B}|m, q_1, q_2)$, where

$$\tilde{B} = \left\{ 0, \pm 2d, \ldots, \pm \left( \sqrt{M} - 2 \right) d \right\}$$

for M-QAM systems. With (7), to calculate the conditional probability of $\hat{Z}_I(nS + m) < \tilde{B}$, it is equivalent to calculate the probability of

$$p_{c,m,q_1,q_2} = \sum_{l=1}^{\log_2 M/2} \left( -\tilde{B} \hat{r}_I(nS + m) \right)^2 + (1/2)r(nS + m)\hat{r}_I^*(nS + m) < 0$$

conditioned on $D(nS + m) = (2q_1 - 1 - \sqrt{M}) d + j(2q_2 - 1 - \sqrt{M}) d$. Obviously, it is a special case of the general quadratic form in [8, eq. (B-2)] with $A = 0, B = -\tilde{B},$ and $C = 1/2$. 

Fig. 2. M-QAM constellation.

and

$Z^Q(nS + m) = \frac{1}{2d} \sum_{l=1}^{L} (\tau(nS + m))_{l}^*(nS + m) - r_1^*(nS + m) \hat{r}_1(nS + m)) \sum_{l=1}^{L} |\hat{r}_1(nS + m)|^2$

respectively. Then I and Q parts of the QAM symbol can be recovered by finding elements in $\{ \pm d, \pm 3d, \ldots, \pm (\sqrt{M} - 1)d \}$, which are closest to $\hat{Z}^I(nS + m)$ and $\hat{Z}^Q(nS + m)$, respectively.

### III. BER Performance Analysis

#### A. General BER Performance Formula Derivation

Since in QAM systems, the outputs of the I and Q channel are symmetric, we will focus on the output of the I channel $\hat{Z}^I(nS + m)$.
As to the second-moment functions of the received signal \( r_I(nS + m) \) and estimated channel information \( \hat{r}_I(nS + m) \), \( R_{\hat{r}_I|m,q_1,q_2} \), \( R_{r_I|m,q_1,q_2} \), and \( R_{r_I|m,q_1,q_2} \), they are given by

\[
R_{\hat{r}_I|m,q_1,q_2} = \frac{1}{2} E \left\{ r_I(nS + m) \hat{r}_I(nS + m) \right\} - \frac{1}{4} \left( \frac{2q_1 - 1 - \sqrt{M}}{2} \right)^2 + \frac{1}{4} \left( \frac{2q_2 - 1 - \sqrt{M}}{2} \right)^2 \rho^2
\]

where the desired signal is uncorrelated with AWGN components, as shown in (17) at the bottom of the page, where
T is the symbol period, \( f_D \) denotes the Doppler frequency, and

\[
R_{r_{\text{M-QAM}, q_2}} = \frac{1}{2} E \left\{ r_l(nS + m) \hat{r}_l^* (nS + m) \right\}_{m, q_1, q_2} = \frac{\Omega}{2} \times \sum_{\text{tap}} f_{\text{tap}}^m J_0^2(2\pi f_D (m - \text{tap} \cdot S) T), \tag{18}
\]

\[R_{r_{\text{M-QAM}, q_2}} = \frac{1}{2} E \left\{ r_l(nS + m) \hat{r}_l^* (nS + m) \right\}_{m, q_1, q_2} = \frac{\Omega D(nS + m)}{2}\tag{19}\]

\[R_{r_{\text{M-QAM}, q_2}} = \frac{1}{2} E \left\{ r_l(nS + m) \hat{r}_l^* (nS + m) \right\}_{m, q_1, q_2} = \frac{\Omega D(nS + m)}{2} \tag{20}\]

whereas the other second-moment function \( R_{r_{\text{M-QAM}, q_2}} \) is the same as (16).

C. Conditional BER Performance With Perfect Channel Estimation

To calculate the BER performance with perfect channel estimation, we can assign \( \hat{r}_l(nS + m) \) with true channel parameters \( \alpha_l(nS + m)e^{j\theta_l(nS + m)} \), so \( R_{r_{\text{M-QAM}, q_2}} \) and \( R_{r_{\text{M-QAM}, q_2}} \) should be replaced with

\[R_{r_{\text{M-QAM}, q_2}} = \frac{1}{2} E \left\{ r_l(nS + m) \hat{r}_l^* (nS + m) \right\}_{m, q_1, q_2} = \frac{\Omega}{2} \times \sum_{\text{tap}} f_{\text{tap}}^m J_0^2(2\pi f_D (m - \text{tap} \cdot S) T), \tag{18}
\]

and

\[R_{r_{\text{M-QAM}, q_2}} = \frac{1}{2} E \left\{ r_l(nS + m) \hat{r}_l^* (nS + m) \right\}_{m, q_1, q_2} = \frac{\Omega D(nS + m)}{2}\tag{19}\]

\[R_{r_{\text{M-QAM}, q_2}} = \frac{1}{2} E \left\{ r_l(nS + m) \hat{r}_l^* (nS + m) \right\}_{m, q_1, q_2} = \frac{\Omega D(nS + m)}{2} \tag{20}\]

whereas the other second-moment function \( R_{r_{\text{M-QAM}, q_2}} \) is the same as (16).

IV. NUMERICAL RESULTS

In this section, we will investigate the effect of different system parameters (such as modulation and diversity orders, the pilot symbol, and the length of FIR filter for channel estimation) on the BER performance of M-QAM systems with perfect and imperfect channel estimation. Unless noted otherwise, the Rayleigh fading power is assumed to be unitary, i.e., \( \Omega = 1 \), pilot symbol \( D_{\text{Pilot}} = 1 + j \), the Doppler frequency \( f_D \) is 240 Hz at the symbol transmission rate of 16k symbol/s, i.e., the normalized Doppler spread \( f_D T = 0.015 \), the length of the slot \( S \) is 16, the width of the observation window for channel estimation interpolation algorithm \( w \) is 15, and the diversity order \( L \) is 2.

First, we will investigate the BER performance of M-QAM systems without antenna diversity. Fig. 3 shows the BER performance of M-QAM (\( M = 4, 16, 64, 256 \)) versus SNR. To illustrate the accuracy of analytical results, simulation results are plotted in Fig. 3 as well. From the figure, it can be seen that analytical results can accurately predict the system performance. Moreover, the BER performance improves as SNR increases. But as SNR increases, the relative performance degradation due to imperfect channel estimation becomes more serious. This is because in low-SNR cases, the AWGN component seriously corrupts received signals, which results in poor BER performance. Moreover, the quality of channel estimation is very poor, due to the effect of both time-varying fading channel and serious AWGN. Note that the channel-estimation error resulting from the time-varying fading channel, which is contained in the second line of (5), does not change with different SNR. It becomes dominant to system performance in large-SNR cases, where the AWGN effect is slight. Then the residual crosstalk between I and Q parts of the transmitted data due to inaccurate channel-estimation results in performance degradation. Since the channel-estimation error remains almost constant when the SNR is sufficiently large, performance curves approach error floors. From the figure, it can also be seen that the performance of the 256-QAM system is the worst, even with perfect channel estimation. This is because the constellation map of high-order QAM is more sensitive than that of lower order modulation, i.e., the minimum Euclidean distance of constellation points (2\( \Omega \)) is smaller for higher order modulation. Therefore, for a given SNR, the BER performance degrades as \( M \) increases.

Next, we will study the potential of adaptive modulation, i.e., in low-SNR cases, lower order modulation can be employed, whereas in high-SNR cases, at the cost of little BER performance degradation, higher order QAM modulation can be employed to increase system throughput. From Fig. 3, it can be seen that to keep the BER performance at about \( 10^{-2} \), which is acceptable with the help of a forward error-correcting code (FEC), and with perfect channel estimation, 16-QAM, 64-QAM, and 256-QAM can be adaptively employed when average SNR per bit is greater than 17, 20, and 25 dB, respectively. However, in imperfect channel-estimation cases, extra SNR per bit should be invested, e.g., thresholds for 16-QAM and 64-QAM are at about 23 and 29 dB, respectively. The threshold for 256-QAM is greater than 30 dB, which is somehow impractical due to such a high SNR requirement. Furthermore, the required extra SNR per bit increases as \( M \) increases.

As discussed above, in imperfect channel-estimation cases, the performance of 256-QAM is very poor, and 16-QAM and 64-QAM can only be employed in higher SNR cases. To increase system throughput, and also to decrease thresholds for adaptive modulation, antenna diversity is employed. Theoretically, the performance improves with the increase of the diversity order in perfect channel-estimation cases. Here, we
will investigate the effect of imperfect channel estimation on M-QAM systems with antenna diversity. Fig. 4 illustrates the performance of 16-, 64-, and 256-QAM systems with different diversity orders. It can be seen that the performance is improved rapidly with the increase of the diversity order from one to three, but the improvement becomes slighter when the diversity order is larger. For any given SNR cases, the performance gap between perfect and imperfect channel estimation becomes larger with the increase of diversity order and modulation order, which indicates that inaccurate channel estimation limits the benefit of antenna diversity, especially for higher order modulations. In the case of two antennas, 16-, 64-, and 256-QAM can be adaptively employed in the system when the SNR is greater than 14, 19, and 25 dB, respectively. However, in perfect channel-estimation cases, thresholds significantly decrease to 9, 12, and 16 dB. It implies that if an advanced channel estimator is employed, which can provide more accurate channel estimations, the transmission efficiency can be improved.

Finally, we will study the BER performance of 64-QAM with a different channel-estimation quality. Basically, by increasing the length of the channel estimator, it approaches the ideal lowpass filter with cutoff frequency at $1/2ST$, which can track the time-varying fading well. In other words, increasing the length of the filter means improving the accuracy of the channel estimation. Meanwhile, by increasing the amplitude of the pilot symbol $[D_{\text{Pilot}}]$, the relative effect of AWGN can be significantly suppressed. Then the channel-estimation quality is improved. Fig. 5 shows the BER performance of 64-QAM versus the length of the channel estimator $w$ with different $[D_{\text{Pilot}}]$ when the average SNR per bit is 20 dB. It can be seen that the performance improves with the increase of $w$. However, after $w$ increases to a balanced point, to increase $w$ further does not improve the channel-estimation quality significantly, i.e., the second-moment function of channel estimation (17) does not change much in those cases. As a result, the BER reaches error floors. Moreover, by increasing $[D_{\text{Pilot}}]$, the performance improves due to significant suppression of the AWGN component with respect to pilot components. From the figure, we can find that optimum $w$ is associated with the pilot-symbol amplitude. However, too larger $[D_{\text{Pilot}}]$ will decrease the transmission efficiency due to power loss for pilot symbols. Therefore, a tradeoff should be made between the transmission efficiency and BER performance.
In this paper, we have studied the antenna-diversity effect on the BER performance of M-QAM systems in Rayleigh fading channels with imperfect channel estimation. Simulation results show that the BER performance of M-QAM systems can be accurately evaluated by the analytical method in this paper. The main conclusions of this paper can be summarized as follows.

1) QAM is very sensitive to the quality of channel estimation. The performance degradation of higher order QAM is more serious than that of lower order QAM. In the case of perfect channel estimation, to obtain the acceptable BER performance ($10^{-2}$), the thresholds for adaptive modulation application of 16-, 64-, and 256-QAM are 17, 20, and 25 dB, respectively. But in the case of imperfect channel estimation, extra SNR per bit should be invested. For higher order modulation, more extra SNR per bit should be invested.

2) Antenna diversity is an efficient technique to improve the BER performance of QAM systems. With the help of antenna diversity, higher order QAM can be employed to improve the system throughput, especially in perfect channel-estimation cases.

3) The channel-estimation error limits the benefit of antenna diversity. If the channel estimator can provide more accurate channel estimation, which approaches perfect channel estimation, system throughput can be increased significantly by using higher order modulation, and the thresholds for adaptive modulation will decrease. Channel estimation can be improved by increasing the length of the channel estimator and the amplitude of the pilot symbol. Both should be determined by balancing the transmission efficiency and BER performance.
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