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Simultaneous Stabilization via Static Output Feedback and State Feedback

Yong-Yan Cao, You-Xian Sun, and James Lam

Abstract—In this paper, the simultaneous stabilization problem is considered using the matrix inequality approach. Some necessary and sufficient conditions for simultaneous stabilizability of \( r \) strictly proper multi-input/multi-output (MIMO) plants via static output feedback and state feedback are obtained in the form of coupled ARI’s. It is shown that any such stabilizing feedback gain is the solution of some coupled linear quadratic control problems where every cost functional has a suitable cross term. A heuristic iterative algorithm based on the linear matrix inequality (LMI) technique is presented to solve the coupled matrix inequalities. The effectiveness of the approach is illustrated by numerical examples.

Index Terms—Algebraic Riccati inequality, linear matrix inequality, simultaneous stabilization, static output feedback.

I. INTRODUCTION

Simultaneous stabilization is an important problem in the area of robust control design. It is the problem of determining a single controller which will simultaneously stabilize a finite collection of plants. It may apply to linear plants characterized by different modes of operation (for instance, failure modes) or to the stabilization of nonlinear plants linearized at several equilibria. Recently, research results also clearly show the relevance of simultaneous stabilization to system robustness [1].

The simultaneous stabilization problem was first introduced in [2] and [3]. It was shown that in the case of two plants, the problem reduces to the well-known strong stabilization problem. The problem of simultaneously stabilizing \( r \) plants can always be reduced to the problem of simultaneously stabilizing \( r - 1 \) plants using a stable compensator, as shown in [4]. Other design results on simultaneously stabilizing controllers can be found in [5]–[7]. However, even for three single-input/single-output (SISO) systems, no tractable simultaneous stabilization design procedure has been proposed. Basically, there are still many open problems associated with simultaneous stabilization.

Recently, Blondel and Gevers [8] discussed the complexity of simultaneous stabilization and proved that the simultaneous stabilizability of three linear systems is rationally undecidable. From their paper, one may conclude that this problem is very difficult due to its NP-hard nature (see also [26] and [27]). Fortunately, this does not signify the end of the simultaneous stabilization problem. One possible approach to deal with this kind of problem is to find an efficient numerical algorithm. It now becomes clear that an effective approach to tackle a variety of simultaneous stabilization problems is through numerical means. In general, nonsmooth optimization techniques have to be used. Some research effort has been directed along this line of thought, such as [9]–[13]. Unfortunately, an efficient algorithm for this problem is as yet to be constructed. An alternative approach is to reduce this kind of problem to a well-known computation problem. In this paper, we will focus on reducing the simultaneous stabilization problem to a computational procedure of iterative nature.

The purpose of this paper is to construct a numerical algorithm to determine the existence of a simultaneously stabilizing static output feedback controller for a collection of given linear time-invariant multi-input/multi-output (MIMO) plants using matrix inequality approach. We hasten to note that the matrix inequality approach has already been employed for the simultaneous stabilization problem via state feedback by Geromel et al. [13]. However, the simultaneous stabilization via static output feedback has not yet been dealt with in that context. The main contribution of this paper can be summarized as follows. It is shown that there exists a simultaneously stabilizing controller via static output feedback or state feedback if and only if there exists a stabilizing solution for a collection of coupled algebraic Riccati inequalities (ARI’s) or a collection of coupled linear quadratic (LQ) control problems in which the cost functional has a suitable cross term satisfying an inequality constraint. The solution procedure is applicable to any fixed number of plants. The design strategy consists of finding suitable weighting matrices such that the solution of these coupled LQ control problems corresponds to a simultaneously stabilizing output feedback controller. A heuristic iterative algorithm based on the linear matrix inequality (LMI) technique is presented to solve the weighting matrices and generate the feedback gain. It should be pointed out that the idea of this paper derives from [19]. However, the numerical algorithm presented here is novel and may also be employed to solve the problem in [19] and [24].

II. PRELIMINARIES

In this paper, all matrices are with appropriate dimensions if the dimensions are not explicitly stated. The notation \( X > 0 \) means that \( X \) is a symmetric and positive definite matrix.

First, let us consider the linear time-invariant plant \( G \) described by the equation

\[
x(t) = Ax(t) + Bu(t), \quad x(0) = x_0
\]

where \( x(t) \in \mathbb{R}^n \) is the state vector, \( u(t) \in \mathbb{R}^m \) is the control vector, and \( A, B \) are constant matrices. The following lemma is well-known [14], [15].

Lemma 1: Let the plant \( G \) be given by (1). Then \( G \) is stabilizable via state feedback if and only if there exist matrices \( P > 0, Q > 0, \) and \( R \geq 0 \) satisfying the following algebraic Riccati equation (ARE):

\[
P + A^T P + PBR^{-1}B^T P + Q = 0
\]

or equivalently, there exist matrices \( P > 0 \) and \( R \geq 0 \) satisfying the following ARI:

\[
P + A^T P + PBR^{-1}B^T P < 0
\]

Remark 1: In fact, \( (A, B) \) is stabilizable, if and only if, for any \( Q > 0 \) and \( R > 0 \) the above ARE has a unique solution \( P > 0 \); see [15], or equivalently, for any \( R > 0 \), the above ARI has a feasible solution; see [14], [20], and [21].
The LQ control problem with cross term, which we take as the basis for our development, involves minimizing the cost

\[ v(x_0) = \int_0^\infty (x^T Q x + 2u^T S x + u^T R u) \, dt \]  

(2)

where \( Q > 0, \, R > 0, \) and \( S \) are constant weighting matrices satisfying

\[ Q - S^T R^{-1} S > 0. \]  

(3)

The solution of the LQ control problem associated with (1)-(3) is [15]

\[ u = K x, \quad K = -R^{-1}(B^T P + S) \]

\[ PA + A^T P - (B^T P + S)^T R^{-1}(B^T P + S) + Q = 0. \]  

(4)

**Lemma 2:** Let the plant \( G \) be given by (1). Then \( G \) is stabilizable via state feedback if and only if there exist matrices \( P > 0, \, Q > 0, \) \( R > 0, \) and \( S \) satisfying (3) and ARE (4) with cross term, or equivalently, there exist matrices \( P > 0, \, R > 0, \) and \( S \) satisfying the following modified ARI with cross term:

\[ PA + A^T P - (B^T P + S)^T R^{-1}(B^T P + S) + S^T R^{-1} S < 0. \]  

(5)

**Remark 2:** Lemma 2 was established in [24]. Based on its proof in [24] and Lemma 1, it can be shown that for any \( R > 0, \) ARI (5) has a feasible solution \((P, S)\) if and only if \((A, B)\) is stabilizable.

### III. A Necessary and Sufficient Condition

Now we consider the simultaneous stabilization of \( r \) plants \( G_i, \)

\[ \dot{x}_i(t) = A_i x_i(t) + B_i u_i(t), \quad y_i(t) = C_i x_i(t) \]  

(6)

where the state \( x_i(t) \in \mathbb{R}^n, \) the input \( u_i(t) \in \mathbb{R}^m, \) the output \( y_i(t) \in \mathbb{R}^p \) and \( n \) is the order of \( G_i. \) We assume

\[ C_i = C, \quad i = 1, \ldots, r \]  

(7)

and \( C \) has full rank. For example, this condition is satisfied for single-output plants of the same order since it is always possible to realize them in minimal observable form. In addition, for multiple model control of \( r \) models \( G_i(s) \) of an uncertain plant, uncertainty often exists only in the system matrix and (or) input matrix. In these situations, (7) is satisfied. Let \( E \) be the right inverse of \( C, \) i.e.,

\[ CE = I \]  

where \( I \) is the identity matrix of order \( p. \) Since \( C \) has full rank, \( E \) can be constructed from

\[ C = CE^T (CCE^T)^{-1}. \]  

(8)

So \( E \) is the orthogonal projection matrix on \( \text{Im}(C^T) \) and \( x_{\perp} = E_{\perp} x = \hat{y}. \)

**Theorem 1:** Let \( r \) plants \( G_i \) be given by (6) with same output matrix \( C, \) then they are simultaneously stabilizable via state output feedback if and only if there exist matrices \( P_i > 0, \, R > 0, \) \( Q_i > 0, \) and \( M \) satisfying the following coupled ARE’s:

\[ P_i A_i + A_i^T P_i - (S_i + B_i^T P_i) R^{-1}(S_i + B_i^T P_i) + Q_i = 0, \quad i = 1, \ldots, r \]  

(9)

\[ Q_i = S_i^T R^{-1} S_i > 0 \]  

(10)

\[ S_i = ME_\perp - B_i^T P_i \]  

(11)

or equivalently, there exist matrices \( P_i > 0, \, R > 0, \) and \( M \) satisfying the following coupled ARI’s:

\[ P_i A_i + A_i^T P_i - (S_i + B_i^T P_i) R^{-1}(S_i + B_i^T P_i) \]
\[ + S_i^T R^{-1} S_i < 0, \quad i = 1, \ldots, r. \]  

(12)

Moreover, the simultaneously stabilizing static output feedback controller can be constructed from

\[ K = R^{-1} M C^T (C C^T)^{-1}. \]  

(13)

The proof is similar to that of [19] and [25]. Some subsequent corrections and comments may be found in [17], [23], and [24]. The necessary modification in the definition of \( \alpha^* \) is that

\[ \alpha^* = \max_{i=1, \ldots, r} (\alpha^*_i) \]

where

\[ \alpha^*_i = \max_x \frac{x^T (P_i^j A_i + A_i^T P_i^j) x}{x^T (E_{\perp} M^T R_{\perp}^{-1} R_{\perp}^{-1} M E_\perp), \, x \neq 0, \, i = 1, \ldots, r.} \]

Another modification is that (10) is also a necessary condition as a consequence of Lemma 1. In [19] this fact has been ignored, hence the main result is invalid (see [24]).

Corollary 1: Given the plant \( G \) in (1), it is stabilizable via static output feedback if and only if there exist matrices \( Q > 0, \, R > 0, \) and \( M \) such that the following constrained ARE:

\[ PA + A^T P - (S + B^T P)^T R^{-1}(S + B^T P) + Q = 0 \]
\[ Q - S^T R^{-1} S > 0 \]
\[ S = ME_\perp - B^T P \]  

(14)

(15)

(16)

has a solution \( P > 0, \) or equivalently, there exist matrices \( P > 0, \, R > 0, \) and \( M \) satisfying the following constrained ARI with suitable cross term

\[ PA + A^T P - (S + B^T P)^T R^{-1}(S + B^T P) + S^T R^{-1} S < 0. \]  

(17)

**Remark 3:** Corollary 1 is the corrected version of [19, Th. 3.1] (see [24]). By comparing Theorem 1 and Corollary 1 with Lemma 2, it can be observed that the range space of the cross matrix \( S \) is constrained. In the case of static output feedback, constraint (16) appears, and so \( M \in \mathbb{R}^{m \times n} \) becomes the free variable instead of \( S \in \mathbb{R}^{m \times n}. \) \( S \) is related to the output matrix \( C \) such that \( S \in \text{Im}(C). \) For the static output feedback simultaneous stabilization of \( r \) plants, \( M \) is the coupling variable. Obviously, this condition is not related to the number of the plants to be simultaneously stabilized. In [7], however, the number of plants is restricted by the dimensions of the input and output.

Corollary 2: Let \( r \) plants \( G_i \) be given by (6), then they are simultaneously stabilizable via state feedback if and only if there exist matrices \( P_i > 0, \, R > 0, \) \( Q_i > 0, \) and \( M \) satisfying the following coupled ARE’s:

\[ P_i A_i + A_i^T P_i - (S_i + B_i^T P_i)^T R^{-1}(S_i + B_i^T P_i) + Q_i = 0, \]
\[ i = 1, \ldots, r \]  

(18)

\[ Q_i - S_i^T R^{-1} S_i > 0 \]
\[ S_i = M - B_i^T P_i \]  

(19)

or equivalently, there exist matrices \( P_i > 0, \, R > 0, \) and \( M \) satisfying the following coupled ARI’s:

\[ P_i A_i + A_i^T P_i - (S_i + B_i^T P_i)^T R^{-1}(S_i + B_i^T P_i) \]
\[ + S_i^T R^{-1} S_i < 0, \quad i = 1, \ldots, r. \]  

(20)
Remark 4: Note that Corollary 2 corresponds to the case where $C = I$ in Theorem 1. An obvious advantage of the above approach is that the quadratic stability is not required to be satisfied [14], [16]. This is because a different plant is associated with a different Lyapunov matrix $P_i$. In general, the results are more conservative if quadratic stability is used to treat simultaneous stabilization.

IV. AN ITERATIVE LMI ALGORITHM

In this section, we present an iterative algorithm based on the theory in earlier sections to simultaneously stabilize $r$ plants in (6) via static output feedback and state feedback control.

From the results in Section III, the static output feedback stabilization problem is transformed into solving (17) under constraint (16). Moreover, the static output (respectively, state) feedback simultaneous stabilization problem becomes the feasibility of inequalities (12) (respectively, (20)) under constraint (11) (respectively, (19)). Obviously, as the constraints (11), (16), and (19) are all linear, the key to solving these problems lies in the solution of (5).

In fact, all of the above matrix inequality problems belong to the class of bilinear matrix inequality (BMI) problems, which are generally very difficult for which to obtain solutions or to determine feasibility [26]. However, if we can derive an iterative form for its feasibility, we may construct an iterative algorithm based on the LMI technique [22]. Inequality (5) is equivalent to the following nonlinear matrix inequality:

$$PA + A^TP - PBB^{-1}B^TP - S^TR^{-1}B^TP - PBB^{-1}S < 0.$$  \hspace{1cm} (21)

From Remark 1 and the proof of Theorem 1, we may let $R = I$ so that (21) becomes a BMI problem. In fact, this section is without loss of generality for the following reason. From the proof of Theorem 1 (see also [19] and [23]), it can be seen that if the plants are stabilizable simultaneously via static output feedback, then sufficiently large $\alpha$ can be chosen so that when $R = \alpha I$, there exist matrices $P_i$ and $M$ that satisfy (12) and (11). Consequently, $P_i = \alpha^{-1}P_i$, $S_i = \alpha^{-1}S_i$, $\bar{M} = \alpha^{-1}M_i$, $\bar{R} = I$, $i = 1, \cdots, r$, is also a solution of ARI’s (12) constrained by (11). In other words, a feasible solution exists for BMI (21) with $R = I$. In fact, we have established the following result.

Corollary 3: Let $r$ plants $G_i$ be given by (6), then they are simultaneously stabilizable via static output feedback if and only if there exist matrices $P_i > 0$, $Q_i > 0$, and $M$ satisfying the following coupled ARE’s:

$$P_iA_i + A_i^TP_i - (S_i + B_i^TP_i)(S_i + B_i^TP_i)^T + Q_i = 0,$$
$$i = 1, \cdots, r$$

or equivalently, there exist matrices $P_i > 0$ and $M$ satisfying the following coupled ARIs:

$$P_iA_i + A_i^TP_i - (S_i + B_i^TP_i)(S_i + B_i^TP_i)^T + S_i^TS_i < 0,$$
$$i = 1, \cdots, r.$$  \hspace{1cm} (22)

Theorem 2: There exists a feasible solution $(P > 0, S)$ satisfying the BMI (21) if and only if the following matrix inequality holds:

$$PA + A^TP - 2PBB^{-1}B^TP + (B^TP - S)^TR^{-1}(B^TP - S) < 0.$$  \hspace{1cm} (23)

Proof—Sufficiency: Note that

$$PA + A^TP - PBB^{-1}B^TP - S^TR^{-1}B^TP - PBB^{-1}S \leq PA + A^TP - PBB^{-1}B^TP - S^TR^{-1}B^TP - PBB^{-1}S + S^TS < 0.$$

Hence

$$PA + A^TP - PBB^{-1}B^TP - S^TR^{-1}B^TP - PBB^{-1}S + \rho S^TS < 0$$  \hspace{1cm} (24)

i.e.,

$$PA + A^TP - (\rho^2 + 1)PBB^{-1}B^TP + (\rho B^TP - \rho^{-1}S)^TR^{-1} \cdot (\rho B^TP - \rho^{-1}S) < 0.$$  \hspace{1cm} (25)

The equality holds if $\rho > 1$ such that

$$PA + A^TP - 2PBB^{-1}B^TP + (B^TP - S)^TR^{-1} \cdot (B^TP - S) < 0.$$  \hspace{1cm} (26)

Theorem 3: There exists a feasible solution $(P > 0, S)$ satisfying the BMI (21) if and only if $X = P + M$ has a feasible solution $(P > 0, S)$.

Proof: The sufficiency is obvious, thus only the necessity needs to be proven. Obviously, if BMI (21) has a feasible solution $(P > 0, S)$, then there exists a positive real number $\varepsilon > 0$ such that

$$A^TP + PA - 2XBB^{-1}B^TX + 2XBB^{-1}B^TX^T \cdot (B^TP - S) < 0.$$  \hspace{1cm} (27)

Select a symmetric matrix $X \geq 2BB^{-1}B^T$ and set $X = P - \Delta X$, where $\Delta X = \varepsilon^{1/2}X^{-1/2}$, then

$$2(P - X)BB^{-1}B^T(X - P) \leq \varepsilon I.$$  \hspace{1cm} (28)

So (26) holds. ■
When $X$ is fixed, however, LMI (27) is only a sufficient condition for feasibility of BMI (21). In fact, if we find its solution, then we find a solution of (21). It has no solution in general. On the other hand, if we simply perturb (26) by $-\beta P$, then we obtain a necessary condition for static output feedback stabilizability, i.e.,

$$
\begin{align*}
A^TP + PA - \beta P - 2XB R^{-1}B^TX & - 2PB R^{-1}B^TX + 2XB B^TX
+ 2XB R^{-1}B^TX + (B^TP_i - S)^T R^{-1}(B^TP_i - S) < 0.
\end{align*}
$$

Consequently, the closed-loop system matrices $A - BKC$ have eigenvalues on the left-hand side of the line $\Re(s) = \beta/2$ in the complex s-plane. Based on the idea that all eigenvalues of $A - BKC$ are shifted progressively toward the left half-plane through the reduction of $\beta$, we may close in on the feasibility of (21). In the following algorithm, we will fix $R = I$.

Iterative Linear Matrix Inequality (ILMI) Algorithm:

Step 1) Set $i = 1$, select $Q > 0$. Solve the following ARE:

$$
A^TP + PA - PB^TP + Q = 0,
$$

and set $X = P_i$.

Step 2) Solve the following optimization problem for $P_i, M$, and $\beta_i$.

**OP1:** Minimize $\beta_i$ subject to the LMI constraints shown in (28)–(30), shown at the bottom of the page.

Step 3) If $\beta_i \leq 0$, $(P_i, S)$ is a feasible solution. STOP.

Step 4) Solve the following optimization problem for $P_i$ and $M_i$.

**OP2:** Minimize $\text{trace}(P_i)$ subject to the LMI constraints shown in (28)–(30).

Step 5) If $\|X - P_i\| < \delta$, a predefined tolerance, go to Step 6; else set $X = P_i$ and $i = i + 1$, then go to Step 2.

Step 6) This algorithm cannot get a feasible solution. STOP.

Remark 5: The optimization problem in Step 2) is a generalized eigenvalue minimization problem. This step guarantees that the poles of the closed-loop system move to the left half-plane progressively. The optimization problem OP2 is necessary to guarantee the convergence of the algorithm. Numerical experiences indicated that $\beta$ may converge slowly in some cases. One way to terminate the algorithm is when $\beta_{i+1} - \beta_i$ is smaller than a prescribed tolerance for a fixed number of successive iterations. In Step 3), if a feasible solution is obtained and the feedback gain is too large, one may set $\beta_i = 0$ and let the algorithm continue iterating to make the difference of $X$ and $P$ as small as possible.

Remark 6: Inequality (27) plays a crucial role in the ILMI algorithm. Obviously, there always exists a solution for the optimization problem OP1 when $i = 1$. For $i > 1$, the existence of the solution is guaranteed by (27). For a given stabilizable system (that is, (27) has a solution), the solution sequence $\beta_i$ is a decreasing sequence. This is because if

$$
A^TP_i + P_iA - 2XB^TP_i - 2PB^TX - \beta_i P_i (B^TP_i - S)^T (B^TP_i - S) < 0
$$

then

$$
A^TP_i + P_iA - 2PB^TP_i - \beta_i P_i (B^TP_i - S)^T (B^TP_i - S) < 0
$$

a solution $\beta_{i+1} \leq \beta_i$ can be found in Step 2) with $P_{i+1} = P_i, \beta_{i+1} = \beta_i$.

Remark 7: The existence of a solution of optimization problem OP2 is ensured by (28). The solution $P_i$ is a symmetric positive-definite matrix which implies that the sequence trace($P_i$) is bounded below. It is not difficult to find that the solution sequence trace($P_i$) is a monotonic decreasing sequence if $\beta_i$ is fixed for $i > k$ and $k$ is a positive constant. Due to the effect of numerical errors in Step 2), optimization problem OP2 may be infeasible. In such a case, we set $\beta_i = \beta_i + \Delta \beta_i$ for some small positive number $\Delta \beta_i$ and solve OP2 again.

Remark 8: This algorithm can be easily extended to find a solution for the static output feedback simultaneous stabilization problem involving $r$ plants with the same output matrix $C$. In this case, (28)–(30) should be as shown in (31), at the bottom of the page, and in Step 4) trace($P_i$) should be replaced by $\sum_{i=1}^{r} \text{trace}(P_i')$. By duality, the static output feedback simultaneous stabilization of $r$ plants with same input matrix $B$ can also be considered.

V. EXAMPLES

Example 1: Consider the following linear parameter-varying plant:

$$
G(s) = \frac{s + \sqrt{\theta} + 1}{s^2 + (\theta^2 - 10)s + 3\theta^2 + 11}, \quad 3 \leq \theta \leq 11.
$$

The nominal operating point is $\theta_0 = 7$. We consider simultaneously stabilizing three plants at operating points $\theta_0 = 7$, $\theta_1 = 3$, and $\theta_2 = 11$. The minimal realizations of these three plants are

$$
A_0 = \begin{bmatrix} 39 & 1 \\ -32 & 0 \end{bmatrix}, \quad B_0 = \begin{bmatrix} 1 \\ 3.646 \end{bmatrix}, \quad A_1 = \begin{bmatrix} 1 & 1 \\ -20 & 0 \end{bmatrix}, \quad A_2 = \begin{bmatrix} 1 & 2.732 \\ -111 & 1 \end{bmatrix}, \quad B_2 = \begin{bmatrix} 1 \\ 1.317 \end{bmatrix},
$$

$C_0 = C_1 = C_2 = [1 \ 0]$. Using the ILMI Algorithm, we obtain $\beta = -5.464$ and $K = -1.9322 + 10^7$ only after one iteration. The feedback gain is unacceptably large and hence the algorithm is allowed to continue iterating.

$$
\begin{align*}
\begin{bmatrix} A^TP_i + P_iA - 2XB^TP_i - 2PB^TX - \beta_i P_i (B^TP_i - S)^T \end{bmatrix} < 0, \quad \text{(28)} \\
S = ME_L - B^TP_i, \\
P_i = P_i^T > 0, \quad \text{(29)} \\
\begin{bmatrix} A_i^TP_i + P_iA_i - 2XB_i B_i^TP_i - 2PB_i^TX^j - \beta_i P_i^j (B_i^TP_i^j - S^j)^T \end{bmatrix} < 0, \quad \text{(30)} \\
S^j = ME_L - B_i^TP_i^j, \\
P_i^j = P_i^{jT}, \quad j = 1, \ldots, r, \quad \text{(31)}
\end{align*}
$$
The values of the parameters $113.0837$, $0.4872$, respectively. Hence, the above output feedback case is also derived. The simultaneous stabilization problem is recast as a computational procedure. An iterative algorithm based on the LMI technique has been presented. Although the issue of convergence is yet to be established, the effectiveness of the approach is demonstrated well by numerical examples involving this class of BMI problems.

VI. CONCLUDING REMARKS

The main point of this paper is to propose a numerical algorithm to solve the problem of simultaneous stabilization via static output feedback and state feedback control. A necessary and sufficient condition for simultaneous stabilizability of a collection of MIMO plants via static output feedback is given using a collection of coupled ARE’s and ARI’s. The corresponding result for the state feedback case is also derived. The simultaneous stabilization problem is recast as a computational procedure. An iterative algorithm based on the LMI technique has been presented. Although the issue of convergence is yet to be established, the effectiveness of the approach is demonstrated well by numerical examples involving this class of BMI problems.
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A Parametric Approach for \( I_1 \) Robust Identification

Shuning Wang, JianShe Dai, and Masahiro Tanaka

Abstract—A convergent algorithm for \( I_1 \) robust identification of a stable rational transfer function with a known order is proposed, which is implemented by solving a linear programming problem and can produce a rational transfer function with a fixed order. An explicit upper bound on its worst case identification error is given. Its performance is proven to be close to that of an interpolatory algorithm if a high-order Galois sequence is taken as the input signal.

Index Terms—Control-oriented models, linear programming, parameter identification, robust estimation, transfer function.

I. INTRODUCTION

The problem considered in this paper may be regarded as a novel formulation within the framework of robust control oriented worst case/deterministic system identification, which was first posed in [1] and then studied by many authors such as [2]-[6]. In this framework, the \( a \ priori \) information for system identification consists of a lower bound on the relatively stability of the plant, an upper bound on a certain gain associated with the plant, and an upper bound on the noise level. The task of identification is to design an algorithm which may map a group of observed data, either in frequency domain or in time domain, onto a nominal transfer function, and to derive an explicit upper bound on its worst case/deterministic identification error error measured by \( H_\infty \) or \( l_1 \) norm. A number of references concerning this subject may be found in the survey paper [7].

It is worth noting that all the works mentioned above tackle this problem with a nonparametric approach, which takes the transfer function to be identified as an infinite Taylor’s expansion. Though this approach may avoid making any assumption on the order of a parameter identification.
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