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A Semi- Blind Channel Estimation Method for Multiuser Multiantenna OFDM Systems
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Abstract—A subspace-based blind method is proposed for estimating the channel responses of a multiuser and multiantenna orthogonal frequency division multiplexing (OFDM) uplink system. It gives estimations to all channel responses subject to a scalar matrix ambiguity and does not need precise channel order information (only an upper bound for the orders is required). Furthermore, the scalar ambiguity matrix can be easily resolved by using only one pilot OFDM block, given that the number of users is smaller than the number of symbols in the pilot symbol block. Equalization methods are discussed based on the estimated channels. By using partial knowledge of the channels, a multipath subspace method is proposed that reduces the computational complexity. Simulations show that the methods are effective and robust.

Index Terms—Blind channel identification, MIMO, multiantenna, multiuser, OFDM, semi-blind, subspace method, zero-paddings.

I. INTRODUCTION

MULTIMEDIA applications in wireless communication call for very high data rate transmissions. To meet this demand, various methods have been proposed [1]–[12]. Among them, orthogonal frequency division multiplexing (OFDM) and multiple-input multiple-output (MIMO) have emerged as two major techniques in the future-generation (4G) communications [3], [10]. OFDM is a special case of multicarrier modulation, which can effectively mitigate the effects of high peak-to-average power ratio and high sensitivity to frequency errors [18]. It is easy to turn the SCCP to single carrier with zero-padding (SC2P), which uses zero-padding other than the cyclic prefix for each block as CP-OFDM turns to ZP-OFDM. SC2P shares all the advantages of SCCP and, furthermore, avoids IBI. Using multiple transmit and receive antennas has the potential to increase the channel capacity and, thus, maximize achievable data rate [1], [8], [10]. Combining MIMO and OFDM is, therefore, believed to have the ability to achieve better performance [10]. In recent years, systems using OFDM and/or multiple transmit and receive antennas have been studied extensively [2], [6], [7], [9], [11], [12], [15]. However, most of these studies concentrate on a single user with one or more transmitting and receiving antennas, sometimes with space-time coding. In [11], a multiuser and multiantenna OFDM system (MUMA-OFDM) is proposed, in which many users can share the same frequency band if multiple antennas are installed at the base station. Each user’s signal is modulated via OFDM. A joint detection method is presented based on the assumption that channel conditions are completely known. Unfortunately, no method to estimate the channel responses is given, which is known to be one of the most difficult tasks in a MIMO system.

Blind channel identification for MIMO linear system has been studied extensively in recent years [4], [19]–[32]. Among various known algorithms, second-order statistics (SOS)-based algorithms are most attractive due to their special properties [4], [21], [22]. Since the first SOS-based method for simple-input multiple-output (SIMO) systems, introduced by Tong et al. in [30], there have been a variety of SOS-based algorithms [4], [19], [20], [22]–[25], [27]–[32]. The subspace (SS) method [19], [28], [33] is believed to be one of the best. The SS method has a simple structure and achieves good performance in the SIMO system [28], but it requires precise knowledge of the channel order [4], [22], [33], which is very difficult to obtain in practice. In addition, the extension of it to the general MIMO system is not successful because it generally can only estimate the channels subject to a polynomial matrix ambiguity [19]. Unlike the SIMO case, it is much more difficult to estimate channel orders in the MIMO system, because not just one but many orders need to be estimated. Due to noise and roundoff errors, it is not possible to obtain precise channel orders, but usually, their upper bounds can be obtained. Therefore, the SS method is not practical for general MIMO channel estimation. Recently, some SS methods have been proposed for single-user OFDM systems [13], [34]. The method in [34] can be applied to OFDM systems without CP and, therefore, leads to higher data rate. However, similar to the SS method for general SIMO...
systems, it requires an exact channel order as a priori. The method in [13] successfully avoids the requirement of exact channel order by properly using the CP in CP-OFDM systems. The two methods can only be used for single-user OFDM systems, and their extension to multiuser systems is by no means straightforward.

In this paper, we propose a subspace method for estimating the MIMO channels in the uplink MUMA-OFDM system, where the ZP-OFDM [4], [15], and not the CP-OFDM, is used. The method is also valid for the MUMA-SCZP system. We will show that by making use of the property of zero-padding, the proposed subspace method no longer needs precise order information (only upper bounds for the orders are required), and it can accurately estimate the channels subject to a scalar matrix ambiguity. Furthermore, a method is presented to resolve the scalar ambiguity matrix by using only one pilot OFDM block if the number of users is smaller than the length of an OFDM block. In general, when the total number of symbols in the transmitted pilot OFDM blocks is larger than the number of users, the ambiguity matrix can be resolved. Equalization methods are then presented based on the estimated channels. By using partial knowledge of the channels, a multipath subspace method is also proposed that reduces the computational complexity. Simulations show that the methods are effective and robust.

The rest of the paper is organized as follows. In Section II, we present the uplink MUMA-OFDM system model. The existence of the zero-forcing equalizer is discussed in Section III. Section IV is the main part of the paper, which develops the fundamental theory of the SS algorithm. The method to resolve the scalar ambiguity matrix through the use of one OFDM pilot block is considered in Section V. Equalization methods are discussed in Section VI. We give a multipath subspace algorithm in Section VII. Some simulation results and discussions are given in Section VIII. Finally, conclusions are drawn in Section IX.

Some notations are used throughout the paper. Superscripts $T$, $\dagger$, and $*$ stand for transpose, transconjugate, and conjugate, respectively. $I_q$ is the identity matrix of order $q$, and $\otimes$ is the Kronecker product of matrices.

![Fig. 1. Multiuser multiantenna OFDM system (uplink).](image)

**II. MUMA-OFDM SYSTEM MODEL**

The multiuser and multiantenna OFDM system (MUMA-OFDM) was first proposed in [11], the uplink of which is shown in Fig. 1. Assume that there are $K$ users who share the same frequency band and $J$ omni-directional receiving antennas in the base station. Each antenna can receive signals from every user in the cell using the base station. The received signals from the $J$ antennas are sent to a central unit (CU) for processing. The goal of the processing is to recover the transmitted $K$ signals. We assume that each user uses ZP-OFDM [4], [15] instead of the CP-OFDM used in [11], because ZP-OFDM avoids IBI and, therefore, simplifies channel estimation and equalization [4], [15]. In zero-padding OFDM, the symbols to be transmitted are grouped into blocks with each block having $N$ symbols, each block is transformed by the inverse discrete Fourier transform (IDFT), and then, $L (L \leq N)$ zeros are added to the tail of each transformed block (zero-padding), where cyclic prefix is no longer needed. Each user transmits its OFDM modulated signal. Assume that all users are synchronized at block level. Let $s_i^{(k)}$ be the block symbol to be transmitted by user $k$ at time $i$ (before OFDM modulation), where

$$s_i^{(k)} = \left( s_i^{(k)}(0), s_i^{(k)}(1), \ldots, s_i^{(k)}(N - 1) \right)^T$$

for $k = 1, 2, \ldots, K$, $i = 0, 1, \ldots$

and its IDFT is $u_i^{(k)}$. $u_i^{(k)}$ is zero-padded with $L$ zeros and then transmitted. Let $h_j^{(j,k)}(l)$ ($l = 0, 1, \ldots, L_{j,k}$) be the channel response (including the transmitting and receiving filters) from user $k$ to antenna $j$, where $L_{j,k}$ is the channel order $L_{j,k} \leq L$. Then, the received $i$th block at antenna $j$ is

$$x_i^{(j)}(n) = \sum_{k=1}^{K} \sum_{l=0}^{L} h_j^{(j,k)}(l) u_i^{(k)}(n-1) + \eta_i^{(j)}(n)$$

for $n = 0, 1, \ldots, M - 1$ (1)
where \( M = N + L \), \( h_{i;k}^{(j,k)}(l) \) is zero-padded for \( L_{i;k} + 1 \leq l \leq L \), and \( \eta_{i}^{(j)}(n) \) is the channel noise. Note that \( u_{i}^{(j)}(n) \equiv 0 \), if \( n < 0 \) or \( N \leq n < M \).

We assume that \( J > K \). By defining

\[
\mathbf{x}_{i}(n) = \left( x_{i}^{(1)}(n), x_{i}^{(2)}(n), \ldots, x_{i}^{(J)}(n) \right)^{T}
\]

\[
\mathbf{h}^{(k)}(l) = \left( h_{1;k}^{(k)}(l), h_{2;k}^{(k)}(l), \ldots, h_{K;k}^{(k)}(l) \right)^{T}
\]

\[
\eta_{i}(n) = \left( \eta_{i}^{(1)}(n), \eta_{i}^{(2)}(n), \ldots, \eta_{i}^{(J)}(n) \right)^{T}
\]

we can express (1) into vector form as

\[
\mathbf{x}_{i}(n) = \sum_{k=1}^{K} \sum_{l=0}^{L} \mathbf{h}^{(k)}(l) u_{i}^{(k)}(n-l) + \eta_{i}(n), \quad n = 0, 1, \ldots, M-1.
\]  

By changing the order of the summation in (3) and defining

\[
\mathbf{h}(l) = \left( h_{1}^{(l)}, h_{2}^{(l)}, \ldots, h_{K}^{(l)} \right)
\]

\[
\mathbf{u}_{i}(n-l) = \left[ \begin{array}{c} u_{i}^{(1)}(n-l) \\ u_{i}^{(2)}(n-l) \\ \vdots \\ u_{i}^{(K)}(n-l) \end{array} \right]
\]

we can express (3) into

\[
\mathbf{x}_{i}(n) = \sum_{l=0}^{L} \mathbf{h}(l) \mathbf{u}_{i}(n-l) + \mathbf{\eta}_{i}(n), \quad n = 0, 1, \ldots, M-1.
\]  

Now let

\[
\mathbf{u}_{i} = \left[ \begin{array}{ccc} u_{i}(0) \\ u_{i}(1) \\ \vdots \\ u_{i}(N-1) \\ \eta_{i}(0) \\ \eta_{i}(1) \\ \vdots \\ \eta_{i}(M-1) \end{array} \right], \quad \mathbf{x}_{i} = \left[ \begin{array}{c} x_{i}(0) \\ x_{i}(1) \\ \vdots \\ x_{i}(M-1) \end{array} \right]
\]

\[
\mathbf{\eta}_{i} = \left[ \begin{array}{c} \mathbf{h}(0) \\ \vdots \\ \mathbf{h}(L) \end{array} \right], \quad \mathbf{H} = \mathbf{H}_{i} \in \mathbb{R}^{(1 \times J)}
\]

\[
\mathbf{H} = \left[ \begin{array}{cccc} h_{1}(0) & h_{1}(1) & \cdots & h_{1}(L) \\ h_{2}(0) & h_{2}(1) & \cdots & h_{2}(L) \\ \vdots & \vdots & \ddots & \vdots \\ h_{K}(0) & h_{K}(1) & \cdots & h_{K}(L) \end{array} \right]
\]

where \( \mathbf{H} \) is a \( JM \times KN \) block lower triangular Toeplitz matrix with the first block column being

\[
(h^{T}(0), h^{T}(1), \ldots, h^{T}(L), 0, \ldots, 0)^{T}.
\]

Then, (6) is turned into

\[
\mathbf{x}_{i} = \mathbf{H} \mathbf{u}_{i} + \mathbf{\eta}_{i}, \quad i = 0, 1, \ldots.
\]

In a MUMA-SCZP system, each symbol block is zero-padded and transmitted. The only difference in the transmitting end between MUMA-OFDM and MUMA-SCZP is that the latter does not implement the IDFT on each symbol block. Therefore, the received signal in the MUMA-SCZP system is

\[
\mathbf{x}_{i} = \mathbf{H} \mathbf{s}_{i} + \mathbf{\eta}_{i}, \quad i = 0, 1, \ldots
\]

Hence, the channel estimation method for MUMA-OFDM is also valid for the MUMA-SCZP. In the receiving end, the equalization methods in the MUMA-OFDM and MUMA-SCZP have some differences, but all are realized by the FFT. This will be discussed in Section VI.

### III. Existence of Zero-Forcing Equalizer

What we receive is the signal \( \mathbf{x}_{i} \) with multiuser interference (MUI) and intersymbol interference (ISI) induced from the multipath effect. Is it possible to recover the transmitted signals \( \mathbf{u}_{i} \) or \( \mathbf{s}_{i} \), given that the signal-noise-ratio (SNR) is extremely high? Given that the noises can be ignored in (9), \( \mathbf{u}_{i} \) is completely recoverable from \( \mathbf{x}_{i} \) if and only if matrix \( \mathbf{H} \) is of full column rank.

From the structure of the matrix, we have the following theorem about the rank of matrix \( \mathbf{H} \).

**Theorem 1:** If \( \mathbf{h}(0) \) is of full column rank, then \( \mathbf{H} \) is of full column rank.

**Proof:** If \( \mathbf{h}(0) \) is of full column rank, then \( \mathbf{h}^{T}(0) \) is of full row rank. Therefore, for any vector \( \mathbf{c} \) of length \( K \), the linear equation \( \mathbf{h}^{T}(0) \mathbf{z} = \mathbf{c} \) always has a solution, which means that there exists a \( J \times J \) matrix \( \mathbf{D}_{l} \) such that

\[
\mathbf{h}^{T}(0) \mathbf{D}_{l} = -\mathbf{h}^{T}(l), \quad l = 1, 2, \ldots, L
\]

that is

\[
\mathbf{D}_{l} \mathbf{h}(0) = -\mathbf{h}(l), \quad l = 1, 2, \ldots, L.
\]

Therefore, we can use a (block) elementary row matrix to multiply \( \mathbf{H} \) on the left and turn it into a block diagonal matrix, that is, there exists an invertible \( JM \times JM \) matrix \( \mathbf{W} \) such that

\[
\mathbf{W} \mathbf{H} = \left[ \begin{array}{ccc} \mathbf{h}(0) & \vdots & \vdots \\ \vdots & \mathbf{h}(0) & \vdots \\ \vdots & \vdots & \ddots \\ \mathbf{h}(0) & \cdots & \cdots & \mathbf{h}(0) \end{array} \right].
\]

The matrix at the right is obviously of full column rank. Hence, \( \mathbf{H} \) is of full column rank.

Noticing that \( \mathbf{h}(0) \) is a \( J \times K (J > K) \) tall matrix defined as

\[
\mathbf{h}(0) = \left[ \begin{array}{cccc} h_{1;1}(0) & h_{1;2}(0) & \cdots & h_{1;K}(0) \\ h_{2;1}(0) & h_{2;2}(0) & \cdots & h_{2;K}(0) \\ \vdots & \vdots & \ddots & \vdots \\ h_{J;1}(0) & h_{J;2}(0) & \cdots & h_{J;K}(0) \end{array} \right]
\]
we can see that the full column rank property of $\mathbf{h}(0)$ is almost surely guaranteed because signal propagation from each of the $K$ users scattered in the cell is most likely independent. In the following, we assume that this condition holds. Even if $\mathbf{h}(0)$ is not of full column rank, it is still possible that $\mathbf{H}$ is of full column rank.

If the channel responses are known, we can use the joint detection method proposed in [11] or other means to recover the transmitted symbols, which will be discussed in Section VI. Unfortunately, channel estimation in MIMO system is usually a very difficult task, and [11] does not discuss the problem. We will address the problem in the following.

IV. Subspace Algorithm

In this section, we consider the blind identification of channels by using only the SOS of the received signal samples. Before discussing the algorithm, we make the following assumptions for the statistical properties of transmitted symbols $s_i^{(k)}(n)$ and channel noise $\eta_i^{(j)}(n)$.

A1) Noises are white and uncorrelated, that is

$$ E\left(\eta_i^{(j)}(m)\eta_j^{(k)}(m)\right) = \begin{cases} \sigma^2_{\eta_i}, & (i,j,n) = (l,k,m) \\ 0, & (i,j,n) \neq (l,k,m). \end{cases} $$

A2) Noises and transmitted signals are uncorrelated, that is, $E(\eta_i^{(j)}(n)s_i^{(k)}(m))^* = 0$. Here, $E(y)$ means the mathematical expectation of a random variable $y$.

A. Theoretical Development

Now, we consider the statistical auto-correlation matrices of $\mathbf{x}_i$. Based on assumptions A1) and A2), we can verify that

$$ \mathbf{R}_x = E(\mathbf{x}_i\mathbf{x}_i^\dagger) = \mathbf{H} \mathbf{R}_t \mathbf{H}^\dagger + \sigma^2_{\eta} \mathbf{T}_{M,J} $$

where $\mathbf{R}_t = E(\mathbf{u}_i\mathbf{u}_i^\dagger)$ is a positive definite matrix. The smallest eigenvalue of matrix $\mathbf{R}_x$ is $\sigma^2_{\eta}$. Since the rank of $\mathbf{H} \mathbf{R}_t \mathbf{H}^\dagger$ is $NK$, there are $q = MJ - NK$ co-orthogonal eigenvectors corresponding to the smallest eigenvalue. These eigenvectors are denoted by $\beta_i$ ($i = 0, 1, \ldots, q - 1$). Based on a simple mathematical derivation used in the standard subspace method [19], [28], we know that

$$ \beta_i^\dagger \mathbf{H} = 0, \quad i = 0, 1, \ldots, q - 1 $$

that is, $\beta_i$ ($i = 0, 1, \ldots, q - 1$) spans the left null space of $\mathbf{H}$. Having known the left null space, we can determine the range space, which is denoted by $\text{span}(\mathbf{H})$, which is all possible linear combinations of the column vectors of $\mathbf{H}$. Equivalently, we can also treat (13) as $qKN$ linear equations with $h^{(j,k)}(l)$ as unknowns. For $J \geq K$ and $N \geq L$, the number of equations is usually larger than that of the unknowns. However, since many of the linear equations may be dependent, it is hard to say if the unknowns can be determined. In general, knowing $\text{span}(\mathbf{H})$ cannot determine matrix $\mathbf{H}$. However, for some matrix with special structure, it is possible to determine $\mathbf{H}$ by $\text{span}(\mathbf{H})$ up to a certain ambiguity. The matrix $\mathbf{H}$ here is a block lower triangular Toeplitz full column rank matrix. The following theorem states that $\mathbf{H}$ is uniquely determined by $\text{span}(\mathbf{H})$ subject to a $K \times K$ matrix ambiguity.

**Theorem 2:** Let

$$ \mathbf{H} = \begin{bmatrix} \mathbf{h}(0) \\ \vdots \\ \mathbf{h}(L) \end{bmatrix} = \begin{bmatrix} h(0) \\ \vdots \\ h(L) \end{bmatrix} $$

and

$$ \tilde{\mathbf{H}} = \begin{bmatrix} \tilde{\mathbf{h}}(0) \\ \vdots \\ \tilde{\mathbf{h}}(L) \end{bmatrix} = \begin{bmatrix} h(0) \\ \vdots \\ h(L) \end{bmatrix} $$

where $\mathbf{h}(l)$ and $\tilde{\mathbf{h}}(l)$ ($l = 0, 1, \ldots, L$) are $J \times K$ matrices, and $\mathbf{h}(0)$ and $\tilde{\mathbf{h}}(0)$ are of full column rank. If $\text{span}(\mathbf{H}) = \text{span}(\tilde{\mathbf{H}})$, there exists a $K \times K$ invertible matrix $\mathbf{B}$ such that

$$ \tilde{\mathbf{h}}(l) = \mathbf{h}(l)\mathbf{B}, \quad l = 0, 1, \ldots, L. $$

**Proof:** It is easy to verify that $\text{span}(\mathbf{H}) = \text{span}(\tilde{\mathbf{H}})$ if and only if there exists a $KN \times KN$ invertible matrix $\mathbf{B}$ such that

$$ \tilde{\mathbf{H}} = \mathbf{H}\mathbf{B}. $$

We section $\mathbf{B}$ into $K \times K$ blocks and express it as

$$ \mathbf{B} = \begin{bmatrix} \mathbf{B}_{11} & \mathbf{B}_{12} & \cdots & \mathbf{B}_{1N} \\ \mathbf{B}_{21} & \mathbf{B}_{22} & \cdots & \mathbf{B}_{2N} \\ \vdots & \vdots & \ddots & \vdots \\ \mathbf{B}_{N1} & \mathbf{B}_{N2} & \cdots & \mathbf{B}_{NN} \end{bmatrix} $$

where $\mathbf{B}_{ij}$ are $K \times K$ matrices.

First, we want to prove that $\mathbf{B}$ must be a block lower triangular matrix and that all its diagonal blocks are the same. We use mathematical induction. The $i$th row of $\tilde{\mathbf{H}}$ is the multiplication of the $i$th row of $\mathbf{H}$ and $\mathbf{B}$. Considering the first row, we have

$$ \mathbf{h}(0)\mathbf{B}_{11} = \tilde{\mathbf{h}}(0), \quad \mathbf{h}(0)\mathbf{B}_{1j} = 0, \quad j = 2, \ldots, N. $$

Since $\mathbf{h}(0)$ and $\tilde{\mathbf{h}}(0)$ are of full column rank, we know that $\mathbf{B}_{11}$ must also be of full rank, that is, $\mathbf{B}_{11}$ is invertible. In addition, $\mathbf{B}_{1j} = 0$, and $j = 2, \ldots, N$.

Now, assuming that $\mathbf{B}_{ij} = 0$ and $\mathbf{B}_{ii} = \mathbf{B}_{11}$, where $i = 1, \ldots, k$, and $j \geq i + 1$, we want to show that $\mathbf{B}_{k+1,k+1} = 0$ ($j \geq k + 2$), and $\mathbf{B}_{k+1,k+1} = \mathbf{B}_{11}$. Considering the $(k + 1)$th row, based on the assumption, we have

$$ \mathbf{h}(0)\mathbf{B}_{k+1,k+1} = \tilde{\mathbf{h}}(0), \quad \mathbf{h}(0)\mathbf{B}_{k+1,j} = 0, \quad j = k + 2, \ldots, N. $$

Since we also have $\mathbf{h}(0)\mathbf{B}_{11} = \tilde{\mathbf{h}}(0)$, it is obvious that $\mathbf{B}_{k+1,k+1} = \mathbf{B}_{11}$. Furthermore, the full column rank property of $\mathbf{h}(0)$ means that $\mathbf{B}_{k+1,j} = 0$, and $j = k + 2, \ldots, N$. Based
on the mathematical induction law, we know that $B$ is a block lower triangular matrix with identical diagonal blocks.

Second, we prove that $h(l) = h(l)b$ ($l = 0, 1, \cdots, L$) with some $b$. For simplicity, we use $b$ to denote the matrix $B_{b b}$. It is shown above that $B$ is a block lower triangular matrix and that all its diagonal blocks are $b$. Considering the last column of $\tilde{H}$, we see that

$$
\begin{bmatrix}
0 \\
0 \\
\vdots \\
h(0) \\
h(L)
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
\vdots \\
h(0)b \\
h(L)b
\end{bmatrix} = \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
h(0)b
\end{bmatrix}
= \begin{bmatrix}
0 \\
0 \\
\vdots \\
0 \\
h(L)b
\end{bmatrix}.
\] (17)

Therefore, we finally get

$$
h(l) = h(l)b, \quad l = 0, 1, \cdots, L.
$$

From this theorem, we see that the two restrictions on the SS method for general MIMO system [19], that is, the requirement of exact channel order and the polynomial matrix ambiguity, are lifted, thanks to the ZP-OFDM structure. Sensitivity to channel order overestimation is also a major problem for many known SS methods in a SIMO system [28], [34].

B. Implementation of the Subspace Method

Equation (13) can be expressed equivalently as

$$
H^T \beta_i = 0, \quad i = 0, 1, \cdots, q - 1.
$$ (18)

By dividing the vector $\beta_i$ into blocks as

$$
\beta_i = \begin{bmatrix}
\beta_i^T(M - 1), \beta_i^T(M - 2), \cdots, \beta_i^T(0)
\end{bmatrix}^T
$$

where $\beta_i(m) \ (m = 0, 1, \cdots, M - 1)$ are $J \times 1$ vectors, it is easy to turn (18) into

$$
\sum_{l=0}^{L} h^T(l) \beta_i(n + L - l) = 0, \quad n = 0, 1, \cdots, N - 1
$$

or, equivalently

$$
\sum_{l=0}^{L} \beta_i^T(n + L - l) h(l) = 0, \quad n = 0, 1, \cdots, N - 1.
$$ (21)

Denote two matrices $G_i$ and $\tilde{H}$ as

$$
G_i = \begin{bmatrix}
\beta_i^T(L) & \beta_i^T(L - 1) & \cdots & \beta_i^T(0) \\
\beta_i^T(M - 1) & \beta_i^T(M - 2) & \cdots & \beta_i^T(1) \\
\vdots & \vdots & \ddots & \vdots \\
\beta_i^T(N - 2) & \beta_i^T(N - 3) & \cdots & \beta_i^T(N - 1)
\end{bmatrix}
$$

and

$$
\tilde{H} = \begin{bmatrix}
h(0) \\
h(1) \\
\vdots \\
h(L)
\end{bmatrix}.
$$ (22)

Then, (21) is equivalent to

$$
G_i\tilde{H} = 0, \quad i = 0, 1, \cdots, q - 1
$$

which can also be expressed as

$$
G\tilde{H} = 0
$$

where $G$ is a $qN \times J(L + 1)$ matrix defined as

$$
G = \begin{bmatrix}
G_0 \\
G_1 \\
\vdots \\
G_{q-1}
\end{bmatrix}.
$$ (25)

Based on Matlab notation, we use $\tilde{H}(i,j)$ to denote the $j$th column of the matrix $\tilde{H}$. Then

$$
G\tilde{H}(i,j) = 0, \quad j = 1, 2, \cdots, K
$$

that is, $\tilde{H}(i,j)$ belongs to the right null space of $G$. From Theorem 2, it is easy to show that the dimension of right null space of $G$ is $K$. Therefore, $\tilde{H}(i,j) \ (j = 1, 2, \cdots, K)$ is actually a basis of the null space. Therefore, matrix $\tilde{H}$ can be obtained by finding a basis for the null space, which can be achieved by solving the eigenvectors of eigenvalue 0 for matrix $G$ or singular value decomposition (SVD). In practice, due to errors in computing the auto-correlation matrix and roundoff errors, (26) will not hold precisely, and therefore, we should choose $K$ right singular vectors corresponding to the $K$ least singular values, respectively, to form the columns of $\tilde{H}$.

The channel responses can also be determined by minimizing a target function. Let

$$
\epsilon(\tilde{H}) = \sum_{i=0}^{q-1} ||G_i\tilde{H}||_F^2
$$

where $|| \cdot ||_F$ means the Frobenius norm for matrix. Obviously, to find the channel responses is to minimize the function $\epsilon(\tilde{H})$. In order to avoid trivial (zero) solutions, a constraint must be imposed, for example, $||\tilde{H}||_F = 1$.

As stated above, the solution is still not unique. We should choose a solution $\tilde{H}_0$ such that $h(0)$ is invertible. The actual channel response matrix is then

$$
\tilde{H} = \tilde{H}_0 b
$$

where $b$ is a $K \times K$ invertible matrix to be determined.

The subspace method is summarized as follows.

Algorithm 1: Subspace Method for Channel Estimation of MUMA-OFDM System

Step 1) Compute $R_x = E(x_i x_i^H)$.

Step 2) Find $q = JM - KN$ co-orthogonal eigenvectors, $\beta_i \ (i = 0, 1, \cdots, q - 1)$ corresponding to the least $q$ eigenvalues of matrix $R_x$.

Step 3) Form the matrix $G$ defined in (25) from $\beta_i$, and compute the SVD of $G$.

Choose $K$ right singular vectors corresponding to the $K$ least singular values, respectively, to form the columns of $\tilde{H}_0$. 


Step 4) The channel matrix is \( \mathbf{H} = \mathbf{H}_0 \mathbf{b} \), where \( \mathbf{b} \) is a \( K \times K \) invertible matrix to be determined.

### C. Determination of the Number of Users

For most communication applications, the number of users \( K \) is known \textit{a priori} at the base station, and therefore, the SS method is easy to implement. If \( K \) is unknown, we need to estimate it first. A method for finding \( K \) is described in the following. If the matrix \( \mathbf{R}_p \) is computed sufficiently accurately from the received signal samples, we know that the smallest eigenvalue of matrix \( \mathbf{R}_p \) is \( \frac{2}{M} \) and there are \( q = MJ - NK \) co-orthogonal eigenvectors corresponding to the eigenvalue. Therefore, by computing the eigenvalues of \( \mathbf{R}_p \), we can find the number \( q \) and, hence, get \( K \) by \( K = (MJ - q) / N \). However, in practice, the auto-correlation matrix \( \mathbf{R}_p \) can only be computed from some finite number of received signal samples and, therefore, usually is not accurate enough. The most commonly used method for the computation is

\[
\mathbf{R}_p = E \left( \mathbf{x}_n \mathbf{x}_n^\dagger \right) \approx \frac{1}{L_s} \sum_{l=0}^{L_s-1} \mathbf{x}_l \mathbf{x}_l^\dagger
\]

where \( L_s \) is the number of block samples used. Due to statistical and roundoff errors, the smallest eigenvalue of \( \mathbf{R}_p \) is spread into a number of different eigenvalues that are approximately equal. Therefore, it may be difficult to determine the number \( q \), especially when the received SNR is low. However, if we have some knowledge on the noise level and have obtained an estimation, say, \( \hat{q} \), of the noise variance, we can use it as a threshold to determine \( q \). If an eigenvalue is smaller than a small (say, 2) multiples of the threshold, it is treated as a smallest eigenvalue. An estimation of \( q \), say, \( \hat{q} \), is then obtained. Based on \( \hat{q} \), \( K \) is therefore estimated by \( \hat{K} = (MJ - \hat{q}) / N \). \( K \) is chosen to be the nearest integer of \( \hat{K} \). If \( \hat{q} = q + \delta \) and we have \( \hat{K} = K - \delta / N \). If \( |\delta| \leq N / 2 \), the nearest integer of \( \hat{K} \) is \( K \). We can also use other means such as the method in [35] to estimate the number \( q \) (and hence \( K \)).

### VI. RESOLVE THE MATRIX AMBIGUITY

Let \( \mathbf{H}_0 \) be the estimated channel matrix in the form of (8). From Theorem 2, we know that the actual channel matrix should be

\[
\mathbf{H} = \mathbf{H}_0 \text{diag}(\mathbf{b}, \mathbf{b}, \cdots, \mathbf{b})
\]

where \( \mathbf{b} \) is the ambiguity matrix to be determined. Therefore

\[
\mathbf{x}_i = \mathbf{H}_0 \mathbf{u}_i + \mathbf{\eta}_i = \mathbf{H}_0 \text{diag}(\mathbf{b}, \mathbf{b}, \cdots, \mathbf{b}) \mathbf{u}_i + \mathbf{\eta}_i.
\]

Since \( \mathbf{H}_0 \) is of full column rank, we can find a \( KN \times KN \) matrix \( \mathbf{V} = (\mathbf{H}_0 \mathbf{H}_0^\dagger)^{-1} \mathbf{H}_0^\dagger \). Let \( \mathbf{y}_i = \mathbf{V} \mathbf{x}_i \) and \( \xi_i = \mathbf{V} \mathbf{\eta}_i \). Then

\[
\mathbf{y}_i = (\mathbf{y}_i^T(0), \mathbf{y}_i^T(1), \cdots, \mathbf{y}_i^T(N-1))^T
\]

\[
\xi_i = (\xi_i^T(0), \xi_i^T(1), \cdots, \xi_i^T(N-1))^T
\]

By dividing the vector \( \mathbf{y}_i \) and \( \xi_i \) into blocks as

\[
\mathbf{y}_i = \begin{pmatrix} \mathbf{y}_i^T(0), & \mathbf{y}_i^T(1), & \cdots, & \mathbf{y}_i^T(N-1) \end{pmatrix}^T
\]

\[
\xi_i = \begin{pmatrix} \xi_i^T(0), & \xi_i^T(1), & \cdots, & \xi_i^T(N-1) \end{pmatrix}^T
\]

where \( \mathbf{y}_i(n) \) and \( \xi_i(n) \) \( n = 0, 1, \cdots, N-1 \) are \( K \times 1 \) vectors, according to the definition of \( \mathbf{u}_i \) in (7), we get

\[
\mathbf{y}_i(n) = \mathbf{b} \mathbf{u}_i(n) + \xi_i(n), \quad n = 0, 1, \cdots, N-1. \tag{34}
\]

Let

\[
\mathbf{Y}_i = (\mathbf{y}_i(0), \mathbf{y}_i(1), \cdots, \mathbf{y}_i(N-1))
\]

\[
\mathbf{U}_i = (\mathbf{u}_i(0), \mathbf{u}_i(1), \cdots, \mathbf{u}_i(N-1))
\]

\[
\mathbf{Q}_i = (\xi_i(0), \xi_i(1), \cdots, \xi_i(N-1)). \tag{35}
\]

Then

\[
\mathbf{Y}_i = \mathbf{b} \mathbf{U}_i + \mathbf{Q}_i. \tag{36}
\]

If a pilot OFDM block is sent and \( N \geq K \), \( \mathbf{U}_i \) can be assumed to be full row rank. Then, we can solve \( \mathbf{b} \) by

\[
\mathbf{b} \approx \mathbf{Y}_i \mathbf{U}_i^\dagger \left( \mathbf{U}_i \mathbf{U}_i^\dagger \right)^{-1}. \tag{37}
\]

If \( N < K \), more pilot blocks are needed. In general, when the total number of symbols in the transmitted pilot OFDM blocks is larger than the number of users, the ambiguity matrix can be resolved by the same method.
\[ \zeta_i(n) = \left( \zeta_i^{(1)}(n), \ldots, \zeta_i^{(J)}(n) \right)^T \] (44)

\[ \hat{h}(n) = \begin{bmatrix} \hat{h}^{(1,1)}(n) & \cdots & \hat{h}^{(1,J_K)}(n) \\ \vdots & \ddots & \vdots \\ \hat{h}^{(J,1)}(n) & \cdots & \hat{h}^{(J,J_K)}(n) \end{bmatrix} \] (45)

Then, (41) is expressed as

\[ \check{x}_i(n) = \hat{h}(n)s_i(n) + \zeta_i(n), \quad n = 0, 1, \ldots, N - 1. \] (46)

Therefore, a ZF equalizer can be constructed as

\[ s_i(n) = \left( \hat{h}^H(n)\hat{h}(n) \right)^{-1}\hat{h}^H(n)\check{x}_i(n), \quad n = 0, 1, \ldots, N - 1 \] (47)

which is the same as the joint detection method in [11] for MUMA-OFDM (with cyclic prefix).

The advantage of FDE over TDE is that it reduces the computational complexity. For slow-time fading channels, where the channel is assumed to remain unchanged within several OFDM blocks, the matrix \( V \) in TDE and \( \hat{h}(n)\hat{h}(n)^{-1} \) in FDE are constants in several OFDM blocks and therefore can be computed once in several blocks. Therefore, we ignore the computation of these matrices when considering the computational complexities of equalizing one block. To recover one symbol block, TDE and FDE use \( O(K^2 N^2) \) and \( O(K J N \log N) \) operations (multiplications and additions), respectively. If \( J \) is not much larger than \( K \) and \( N \) is large, the reduction by FDE is substantial. If we make full use of the property that each channel \( h^{(jk)} \) is zero-padded before the DFT, the computational complexity of the FDE can be further reduced if \( J \) is much smaller than \( N \).

If the system is a MUMA-SCZP, the IDFT must be implemented on the output of (47) to get the transmitted symbols. Therefore, the overall computational complexity increases by \( K \) FFT operations compared with that of MUMA-OFDM.

VII. MULTIPATH SUBSPACE METHOD

The channel \( h \) described above includes not only the multipath effect but also the transmitting and receiving filters. Only the multipath effect is unknown, and so, as in [22], we can simplify the SS method. Assume that the multipath channel response from user \( k \) to antenna \( j \) is \( f^{(jk)}(l) \) \( (l = 0, 1, \ldots, r) \), where \( r \) is an upper bound for all the channel orders. Then, the compound channel response \( h^{(jk)}(l) \) is the convolution of the multipath, the transmitting, and the receiving channel responses, and it can be expressed by [22]

\[ \begin{bmatrix} h^{(jk)}(0) \\
(1) \\
\vdots \\
(L) \end{bmatrix} = A \begin{bmatrix} f^{(jk)}(0) \\
(1) \\
\vdots \\
(r) \end{bmatrix} \] (48)

where \( A \) is a known \( (L + 1) \times (r + 1) \) matrix that includes the transmitting and receiving filters. Typically, \( L \) is much larger than \( r \). Similar to the construction of \( \tilde{H} \), we can construct the multipath channel response matrix as

\[ \check{F} = \begin{bmatrix} f(0) \\
f(1) \\
\vdots \\
f(r) \end{bmatrix} \] (49)

where

\[ f(m) = \begin{bmatrix} f^{(1,1)}(m) & f^{(1,2)}(m) & \cdots & f^{(1,J_K)}(m) \\
(1,1) & f^{(2,2)}(m) & \cdots & f^{(2,J_K)}(m) \\
\vdots & \vdots & \ddots & \vdots \\
f^{(J,1)}(m) & f^{(J,2)}(m) & \cdots & f^{(J,J_K)}(m) \end{bmatrix} \] (50)

Based on (48), it can be proved that

\[ \tilde{h}(k) = (A \otimes I_J)\check{F}. \] (51)

Let \( \tilde{G} = G(A \otimes I_J) \); then, (24) is turned into

\[ \tilde{G}\check{F} = 0. \] (52)

The columns of \( \check{F} \) are obtained directly from the right null space of \( G \). Noticing that the size of \( \check{G} \) is \( qN \times J(r + 1) \), which is much smaller than that of \( G \), we know that the computational complexity for (52) is much lower than that for (24), which is the major advantage of the multipath SS method.

\( \check{F} \) can also be found by minimizing the function

\[ \tilde{\varepsilon}(\check{F}) = \sum_{i=0}^{q-1} \left\| G_i(A \otimes I_J)\check{F} \right\|^2_F \]

under the condition \( \left\| \check{F} \right\|_F = 1 \), where the target function has only \( JK(r + 1) \) versus \( JK(L + 1) \) unknowns.

VIII. SIMULATIONS AND DISCUSSIONS

A. Simulations

The auto-correlation matrix \( R_{\xi} \) is computed by (29). In the following, SNR means the ratio of the average received signal power with the average noise power as

\[ \text{SNR} = \frac{\mathbb{E}\left( \left\| \xi(n) - \eta_i(n) \right\|^2 \right)}{\mathbb{E}\left( \left\| \eta_i(n) \right\|^2 \right)}. \] (53)

Simulations show the methods are very effective. Some examples are given below.

Example 1—Determination of the Number of Users: In a two-user, three-antenna MIMO system, the true channel orders are less than 10, the transmitted baseband signals are 16-QAM, and the length of each OFDM block is \( N = 32 \), which is zero-padded to block of length \( M = 41 \). The number of received blocks for computing the matrix \( R_{\xi} \) is 150. In Fig. 2, the first 70 smallest eigenvalues are given for three different noise levels with corresponding \( \sigma_n^2 \) being 6.1946, 0.4405, and 0.0313, respectively. Theoretically, there should be 59 smallest eigenvalues equal to \( \sigma_n^2 \), but numerical results are obviously not the case. The smallest eigenvalue is spread into a number of different eigenvalues. For high SNR, the first 59 eigenvalues are obviously much smaller than the 60th eigenvalue. Therefore, we have decided that \( q = 59 \) and then found that \( K = \ldots \)
Even if a slightly wrong decision is made, for example, \( q = 56 \), we find \( K = 2.1 \), and the nearest integer is 2. In the case of \( \text{SNR} = 10 \), there is no sharp difference between the first 59 eigenvalues and the 60th eigenvalue. If we have an estimation of \( \sigma_q^2 \) as \( \sigma_q^2 = 6 \), the number of eigenvalues smaller than \( 2\sigma_q^2 \) is 61. Therefore, we have decided that \( q = 61 \), and hence, \( K = 1.9 \). We can still obtain the correct answer that \( K = 2 \).

**Example 2—Channel Estimation:** The system parameters are the same as those in the last example. In order to resolve the ambiguity matrix, we assume that the first transmitted OFDM block is a pilot. Based on this known block, the ambiguity matrix is solved by (37). The normalized root mean square error (RMSE) between the estimated and true channel responses is defined as

\[
\text{RMSE} = \sqrt{\frac{\sum_{j=1}^{J} \sum_{k=1}^{K} \left| \hat{h}(j,k) - h(j,k) \right|^2}{\sum_{j=1}^{J} \sum_{k=1}^{K} \left| h(j,k) \right|^2}} \tag{54}
\]

where \( \hat{h}(j,k) \) and \( h(j,k) \) are the estimated and true channel responses, respectively. Fig. 3 shows the RMSE. The amplitudes of the channel responses are shown in Figs. 4 (SNR = 21.4 dB) and 5 (SNR = 28.5 dB), respectively, where dashed lines are for estimated channels and solid lines for true channels. The results are averaged over 50 Monte Carlo realizations.

**Example 3—Equalization:** After obtaining the estimated channel responses, TDE and FDE, which was discussed above, can be used for equalization. For comparison, we also test the FDE method, assuming the true channel responses are known. Simulations show that TDE and FDE do not have much difference in accuracy. When the SNR is high, the channels can be estimated very accurately, and therefore, the two methods approach the FDE with true channel responses. In Fig. 6 and 7, the bit error rates (BERs) are shown as the SNR varies from 5 to 40 dB, where lines with marks \( \circ, \triangle, \) and \( \nabla \) are for FDEs with true channel responses, TDEs and FDEs with estimated channel responses, respectively, and the true channel is shown in Fig. 4. The symbol constellation are BPSK and 16-QAM, respectively, and the block length \( N \) is 32. The BER is obtained by Monte Carlo test on 80 000 and 20 000 symbol blocks for BPSK and 16-QAM, respectively. Since the test is based
on finite number of samples, a very small ($\leq 10^{-5}$) BER is meaningless, and therefore, it is set to be $10^{-5}$.

**Example 4—Multipath Channel Estimation:** In a two-user, three-antennas system, the multipath channel length are assumed to be not longer than 4, and the channel coefficients are generated randomly. Assume that the transmitting filter is a raised cosine function limited in $5T$, where $T$ is the symbol period. The discrete version of it is 
\[
(1.0000, 0.9487, 0.8057, 0.6002, 0.3721, 0).
\]
The composite channel lengths are then not longer than 9. The matrix $A$ is
\[
A = \begin{bmatrix}
1.0000 & 0 & 0 & 0 \\
0.9487 & 1.0000 & 0 & 0 \\
0.8057 & 0.9487 & 1.0000 & 0 \\
0.6002 & 0.8057 & 0.9487 & 1.0000 \\
0.3721 & 0.6002 & 0.8057 & 0.9487 \\
0 & 0.3721 & 0.6002 & 0.8057 \\
0 & 0 & 0 & 0.3721 \\
0 & 0 & 0 & 0
\end{bmatrix}.
\]

The OFDM block length is $N = 32$, and the input signal is BPSK. To compute the statistical auto-correlation matrix, 150 blocks are used. Fig. 8 shows the RMSE of the estimated multipath channel responses versus the SNR. The result is averaged over 50 Monte Carlo realizations. This example verifies the correctness of the SS method.

**B. Discussions**

It is proved by theory and supported by simulation that the proposed method overcomes two major drawbacks of known SS methods for a general MIMO system, i.e., sensitive to order overestimation and polynomial matrix unidentifiability. The advantages for the SS method, such as simple structure and good performance, are kept. Sensitivity to order overestimation is also a major problem for almost all known SOS-based blind methods, such as the linear prediction (LP) approaches [4], [20], [22], [29], [31] and the outer product decomposition (OPD) [22], [23]. The LP and OPD algorithms are based on a noise-free assumption, and therefore, their performances are very sensitive to observation noise. It has been pointed out in [24], [25], and [36] that LP’s claimed robustness to channel order overestimation does not hold when SOS contains estimation errors. It was shown in [20] that the LP algorithm can achieve acceptable performance when the assumed order equals that provided by an order detection criterion overestimated by a few (one or two) taps only. This means that the LP algorithm is not fully robust to order overestimation.

If the system uses CP-OFDM other than ZP-OFDM, it is more difficult to estimate the channels since there is IBI. An SS method for a single-user single-antenna CP-OFDM system is proposed in [13]. It seems difficult to extend the method for the MUMA-OFDM system.

**IX. Conclusions**

In this paper, a subspace-based blind method has been proposed to estimate the channel responses of a multiuser and multiantenna OFDM uplink system. It gives estimations to all channel responses subject to a scalar matrix ambiguity. Unlike the subspace method for general MIMO systems, the proposed method does not need precise channel order information.
and only requires an upper bound for the orders, which can be obtained from some a priori knowledge of propagation conditions in wireless communications. Furthermore, a method is proposed to resolve the scalar ambiguity matrix by using few pilot symbols, provided that the number of users is smaller than that of pilot symbols. Equalization methods are discussed based on the estimated channels. By using partial knowledge of the channels, an eight subspace method is also proposed to reduce the computational complexity. Simulations have shown that these methods are effective and robust.

ACKNOWLEDGMENT

The authors would like to thank the associate editor and the anonymous reviewers for their invaluable comments.

REFERENCES

Tung-Sang Ng (S’74–M’78–SM’90–F’03) received the B.Sc.(Eng.) degree from the University of Hong Kong in 1972 and the M.Eng.Sc. and Ph.D. degrees from the University of Newcastle, Callaghan, Australia, in 1974 and 1977, respectively, all in electrical engineering. He worked for BHP Steel International, Newcastle, Australia, and The University of Wollongong, Wollongong, Australia, after graduation for 14 years and returned to Hong Kong in 1991, taking up the position of Professor and Chair of Electronic Engineering. He has been Head of Department of Electrical and Electronic Engineering since 2000. His current research interests include wireless communication systems, spread spectrum techniques, CDMA, and digital signal processing. He has published over 250 international journal and conference papers.

Dr. Ng was the General Chair of ISCAS’97 and the VP-Region 10 of IEEE CAS Society in 1999 and 2000. He was an Executive Committee Member and a Board Member of the IEE Informatics Divisional Board from 1999 to 2001 and was an ordinary member of IEE Council from 1999 to 2001. He received the Honorary Doctor of Engineering Degree from the University of Newcastle, in August 1997 for his services to higher education generally and to engineering education specifically. He received the Senior Croucher Foundation Fellowship in 1999 and the IEEE Third Millenium medal in February 2000. He is a Fellow of HKIE.