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Abstract. We propose a novel quadrilateral based region segmentation method that is favorable for object tracking. Instead of using groups of pixels or regular blocks, it uses groups of connected quadrilaterals to represent regions. The proposed method derives the vertices of each quadrilateral from the edge map using the concept of center of masses. By merging the quadrilaterals, regions can be represented. The proposed method offers better data reduction than pixelwise region representation and better boundary approximation than block-based segmentation methods. Experimental results show that it generates a more reasonable region map, which is more suitable for object tracking, and a smaller number of regions than the seeded region growing, K-means clustering, and constrained gravitational clustering methods. © 2002 Society of Photo-Optical Instrumentation Engineers. [DOI: 10.1117/1.1511747]
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1 Introduction

Image segmentation is a fundamental step in most image analysis applications. It aims to partition the content of an image, according to specific features of interests, into distinct regions to make high-level tasks such as object tracking, recognition, and scene interpretation possible. The elevation of segmentation techniques into prominence is partly due to the increasing demand for supporting a large number of object-based multimedia research and services, and partly due to the need for more sophisticated computer vision applications in robotics, autonomous vehicles, and visual surveillance. In essence, multimedia applications such as MPEG4 and MPEG7 require video images to be represented as objects rather than rectangular arrays of pixels. To achieve the required interactivity and indexing functions in these standards, regions would have to be segmented from individual images from which objects are constructed. In computer vision applications, such as outdoor traffic surveillance, for example, traffic count and speed can be estimated if moving vehicles are segmented from the background and tracked over a number of frames. In general, it is argued that image segmentation should no longer remain at the stage of just extracting regions from a single image, but should be used to deduce objects over an image sequence.

While considerable research and progress have been made in the area of image segmentation over an image sequence, the robustness and generality of these algorithms for an image sequence have not been fully established. Many existing segmentation algorithms partition an image into groups of pixels that have similar features but these groups of pixels must be further interpreted before they can be used to produce object information. When an image sequence is concerned, the geometrical variations of an object due to its motion, the camera motion, and its relationship with other objects within view can be extremely complex. The interpretation of the groups of pixels into objects presents a challenge, and the robustness of the segmentation algorithm becomes critical.

In view of this, we are motivated to develop a robust image segmentation method that can extract complex objects in scenarios where none of the aforementioned geometrical variations are constrained. The concept of our proposed method is built on a network of quadrilaterals to represent regions. Each region is completely described by a set of quadrilaterals, which approximates the region boundary. These regions are then merged and/or split to generate objects under certain criteria. This approach has two merits: first, quadrilateral representation offers a large data reduction similar to polygon approximation techniques except that it is far more flexible with lower approximation error. Second, interframe tracking of regions such as geometric invariants matching, which is capable of correlating regions under different perspective projection, is possible by matching of quadrilaterals. The performance of the proposed method is evaluated and compared with seeded region growing (SRG), K-means clustering (KMC), and constrained gravitational clustering (CGC). It is found that the average performance of the proposed method is better than that of the other three. Moreover, it appears that the segmented images generated by the proposed method are suitable for object tracking.

This paper is organized as follows. Section 2 gives an overview of existing segmentation methods, Sec. 3 details proposed segmentation method, and Sec. 4 presents the evaluation results.

2 Segmentation Overview

There are three main types of segmentation: spatial, temporal, and spatiotemporal methods.
2.1 Spatial Segmentation

Segmentation techniques in this category utilize only spatial information to partition the image into distinct regions of interests. The pixels within a region usually share similar features such as pixel intensity, color values, texture, gradient, edges, histogram modes, or certain other statistical qualities. To extract the regions, one or more of these features are first evaluated at each pixel location. The point at which an abrupt change of feature occurs is then considered as a region boundary point.

Classical segmentation techniques like K-means,9 SRG (Ref. 10) belong to this category. Although state of the art spatial segmentation algorithms can generate reasonably good object boundaries in a subjective sense, the computation requirement is usually high, relying on algorithms such as edge thinning, gap filling, contour fitting, or polygonal approximation. However, as exact object boundaries are usually not required in tracking, the computation invested thus may not be worthwhile. Therefore, in applications involving an image sequence, spatial segmentation techniques that generate just enough information for tracking is preferred.

In spite of the previously noted drawbacks, tracking algorithms12,13 that utilize classical spatial segmentation methods have been proposed. Park et al.12,13 proposed an image to be segmented into homogenous regions using the block-based maximum a posteriori (MAP) image segmentation,14 where user intervention is required to cope with overmerging or undermerging.

2.2 Temporal Segmentation

Segmentation techniques in this category utilize only temporal information across frames to extract regions. Similar to spatial segmentation, pixels having common features are grouped into regions. In this case, interframe features such as difference in pixel values, difference in histograms, and difference in motion information are used rather than intraframe features. As a result, only moving regions are extracted, which is not the case in spatial segmentation. The drawback is that objects with slow motion may be treated as background and are not segmented, and occluded moving objects may be treated as one.

Temporal segmentation has been mainly used for tracking in the past.15–20 In the Cretual et al.15 work, successive images were first filtered by a local spatial average of image intensities to remove noise, from which moving region locations were then located by taking the thresholded difference between successive images. The merit of this approach is that computation requirement involved is relatively low. However, detection of regions may become unreliable when illumination changes occurred. On the other hand, Oron20 proposed to obtain the image difference in the frequency domain using the phase of successive frames to equalize the lighting conditions of the images while McCandless19 proposed to segment an image from the optical flow. Nine sequential frames are involved in one segmentation process for camera motion compensation, spatiotemporal smoothing of images, and optical flow computations. The region with optical flow vectors having small magnitudes are regarded as background and discarded. Those regions with optical flow vectors that pass a consistency check and predictive test are treated as moving regions. In theory, these regions may be merged to form objects, but further interpretation is required.

2.3 Spatiotemporal Segmentation

Spatiotemporal segmentation is a hybrid of the two classes of techniques discussed in the preceding sections. It uses both intra- and interframe features to extract regions. Spatial segmentation can be carried out first, followed by temporal segmentation to refine the regions extracted. By doing so, overmerging or undermerging problems found in spatial segmentation may be alleviated and slowly moving regions may also be extracted. However, a good balance between the two techniques must be found to obtain satisfactory segmentation results.

For instance, Deng and Manjunath21 proposed that an image sequence be processed in consecutive groups of frames, in which the first frame in each group is spatially segmented first. The regions in the other frames within the group are then obtained through a six-parameter 2-D affine transformation to project each region in the first frame. This is not a strong spatiotemporal segmentation scheme since spatial and temporal information are used together within a group but not within a frame. However, this scheme does simplify the intragroup region tracking as it is inherently done during the segmentation and the tracking problem is reduced to intergroup region tracking. In Kompatsiaris and Strintz’s work,25 a stronger spatiotemporal segmentation scheme was applied. The segmentation is based on the K-means algorithm. The authors introduced the concept of connectivity constraint, which takes the spatial and motion information in a number of consecutive frames to resolve the problem of unconnected regions resulted in conventional K-means algorithm.

In this paper, we emphasized spatial segmentation. Both spatial and temporal information are useful for segmentation in image sequences. However, we believe spatial segmentation should be considered first and temporal segmentation should be introduced as refinement for the results of spatial segmentation and good segmentation results cannot be obtained without a good spatial segmentation as the first step.

3 Proposed Segmentation Method

Our proposed method is built on a network of quadrilaterals to represent regions. Each region is completely described by a set of quadrilaterals, which approximates the region boundary. Figure 1 presents a block diagram of the pro-
posed segmentation method. To build a network of quadrilaterals, edge detection is first used to construct an edge map. There are plenty of edge detection methods that can be used for this purpose. Gradient operation is simple and efficient but more susceptible to noise, while the Canny operator can generate good and precise edges but requires convolution with a Gaussian filter, which demands more computation. In our case, we employ the Sobel edge detector to derive the edge map for its simplicity and reasonable edge map. Note that we do not require a very precise edge map when it is used in the quadrilateral approximation. In quadrilateral approximation, the concept of center of masses is adopted. The center of masses is chosen because it is less sensitive to the noise that appears in the edge map. Quadrilateral approximation is followed by quadrilateral merging. In quadrilateral merging, quadrilaterals are merged based on a criterion to form different regions. The segmented image is finally constructed from the regions described by merged quadrilaterals.

3.1 Quadrilateral Approximation

Assume that each object or region can be represented by a group of four-connected (left, right, top, and bottom) quadrilaterals. To approximate the regions by quadrilaterals, we first divide the image frame into square blocks of arbitrary width $W$, as shown in Fig. 2, where the object is shaded and the block division is shown as a grid overlay on the object. For each block, a representative point is computed by considering the edge map, as shown in Fig. 3. Those edge values within the block are treated as masses and the center of mass of the block is considered as the representative point.

In essence, for the $k$'th block $B_k$ in the $i$'th image frame $I_i$, let $(x_k, y_k)$ denote the origin of $B_k$. Let $(x_{kc}, y_{kc})$ denotes the location of the center of mass of $B_k$ with respect to $B_k$'s origin, then we have

$$
(x_{kc}, y_{kc}) = \left[ x_k + \frac{\sum_{(p,q) \in B_k} G(p,q)}{\sum_{(p,q) \in B_k} p \times G(p,q)}, \right.
\left. y_k + \frac{\sum_{(p,q) \in B_k} G(p,q)}{\sum_{(p,q) \in B_k} q \times G(p,q)} \right],
$$

where $G(p,q)$ represents the magnitude of the Sobel detector output. In this equation, only pixels with nonzero $G(p,q)$ contribute to the calculation of the center of mass.

After a center of mass is determined for each block, as shown in Fig. 4, we construct the quadrilaterals by connecting up the center of masses, in four-connected directions. Each center of mass in a block would only connect to the center of masses in the left, top, bottom, and right neighboring blocks. Figure 5 shows an example of the quadrilaterals approximated and represented by the thick lines.

3.1.1 Further consideration on quadrilateral approximation

It is observed that if the edge points in a block approximate a straight line, the center of mass is usually sufficiently close to the edge points. However, that might not be the case when corner points exist in a block. As shown in Fig. 6, one center of mass is not sufficient to approximate the edge feature of the block in the center and refinement is therefore necessary. To do this, a criterion must be deter-
mined to test whether a block needs further refinement. In this case, we employ the concept of correlation to see whether or not the edge inside a block is a straight line.

Let \( X \) and \( Y \) be random variables representing the \( x \) coordinate and \( y \) coordinate of the edge points in \( B_k \), respectively. Let \( \text{var}(X) \) denote the variance of the random variable \( X \); \( \text{var}(XY) \) denote the covariance of the random variables \( X \) and \( Y \), and \( \text{corr}(XY) \) denote the correlation of the random variables \( X \) and \( Y \). By treating the \( x \) and \( y \) coordinates of the edge points within the block \( B_k \) as the random variables \( X \) and \( Y \), respectively, the correlation of the edge points within \( B_k \) can be obtained as follows:

\[
\text{corr}(B_k)_{XY} = \frac{\text{cov}(X,Y)}{\sqrt{\text{var}(X)\text{var}(Y)}} = \frac{\sum_{(p,q)} X_p Y_q G(p,q) - \frac{\sum_{(p,q)} X_p G(p,q) \sum_{(p,q)} Y_q G(p,q)}{\sum_{(p,q)} G(p,q)^2}}}{\sqrt{\left(\sum_{(p,q)} G(p,q)^2\right) \left(\sum_{(p,q)} G(p,q)^2\right)}}.
\]

(2)

From Eq. (2), the following condition can be tested for each block:

**Condition.** If \( |\text{corr}(B_k)_{XY}| \) is close to 1, then most of edge points lie on a straight line, otherwise the edge points do not lie on a straight line.

Consider Fig. 6 again, except for the block in the center, each block contains neither edge points nor edge points that form a straight line. For the block in the center, the second part of the condition is satisfied, and therefore, refinement is required. To perform the refinement, we first divide the block into four equal subblocks, as shown in Fig. 7. The center of mass of each subblock is then calculated. Second, Eq. (2) is applied to each subblock to see if further refinement is necessary. This process of subblock division and recalculation of center of mass is repeated until the subblocks have correlation values sufficiently close to one or no further subdivision is possible (zero width and height).

After the refinement, quadrilaterals can be constructed by interconnecting the centers of mass. We adopt the four-connectivity scheme, i.e., a quadrilateral is made up of the four nearest centers of mass. To avoid a one-to-many mapping, it is further conditioned that a line between two centers of mass can only be constructed from a lower level subblock to a higher level subblock, but not the other way round. For example, in Fig. 8 a line can be drawn from \( B_1^0 \) to \( B_3^0 \) as they are on the same hierarchical level. However, line can be drawn from \( B_5^0 \) to \( B_2^0 \) but not from \( B_2^0 \) to \( B_5^0 \).

Compared with the case without subdivision, subblock refinement results in more accurate centers of mass for representing the edge points, and therefore, quadrilaterals can
be approximated more exactly. It is noted that in some cases, instead of a quadrilateral, a triangle results after the construction. These triangles are treated as degenerated quadrilaterals with two of the vertices merged together.

On the other hand, it is possible that the quadrilaterals approximated may overlap with their neighbors. As depicted in Fig. 8, the quadrilateral formed by $B_{51}^0$, $B_{52}^0$, $B_{54}^0$, and $B_{53}^0$ is overlapped with that formed by $B_{51}^0$, $B_{52}^0$, and $B_2^0$. This occurs when the block labeling is not in the same clockwise direction as the vertices of the quadrilateral. For example, the vertices of the quadrilateral formed by the centers of masses of $B_{51}^0$, $B_{52}^0$, and $B_2^0$ in Fig. 8 are in clockwise direction, whereas the block labels $B_{51}^0$, $B_{52}^0$, and $B_2^0$ are in an anticlockwise direction. To avoid overlapping of quadrilaterals, it is necessary to ensure that a quadrilateral is formed in the same direction as the blocks concerned. Whenever a quadrilateral is not formed in the proper direction, the block associated with that quadrilateral with the highest level of hierarchy is subdivided. For example, in Fig. 8, the block that requires further division is $B_2^0$. After the subdivision, if the quadrilaterals thus formed are still formed in a wrong direction, the process is repeated. Figure 9 shows the quadrilaterals formed after $B_2^0$ is subdivided.

By using the preceding scheme, the quadrilaterals approximated for the top-left corner of the object in Fig. 3 are depicted in Fig. 10. The quadrilaterals are drawn in solid lines, whereas the object edge outline is drawn in a thick solid line.

![Fig. 7 Dividing the central block into four rectangular subblocks.](image)

![Fig. 8 Quadrilateral formation.](image)
3.2 Merging of Quadrilaterals

To obtain regions from the quadrilaterals approximated, we must merge neighboring quadrilaterals that are similar to each other. In the proposed method, two neighboring quadrilaterals with similar color attributes are merged together. For each quadrilateral, we first evaluate the mean of each color component \( R, G, B \) of the pixels within the quadrilateral by considering two quadrilaterals \( ABCD \) and \( CDEF \), as depicted in Fig. 11.

For any color component \( c \), where \( c \in \{R, G, B\} \) and \( R, G, B \) are the red, green and blue color components, respectively, let \( M_{ABCD}^c \) be the mean of the color component \( c \) of the pixels within \( ABCD \), \( M_{CDEF}^c \) be the mean of the color component \( c \) of the pixels within \( CDEF \), and \( D(c) = M_{ABCD}^c - M_{CDEF}^c \). The two quadrilaterals are merged if

\[
D^2(R) + D^2(G) + D^2(B) \leq \varepsilon,
\]

where \( \varepsilon \) is the merging threshold. The same merging criterion is used for vertically neighboring quadrilaterals.

The merging process is essentially a region growing process. First, \( \varepsilon \) is assigned to a value \( \varepsilon_{init} \). A new region label is then assigned to each quadrilateral that satisfies Eq. (3) with all its four-connected neighbors. Then for each labeled quadrilateral, the same test is performed to see if its four-connected neighbors can be merged with it. This process is repeated until no further labeling is possible. If unlabeled quadrilaterals still exist, a new region label is required. To do this, \( \varepsilon \) is then increased by \( \varepsilon_{init} \). By doing so, either new labeling or further merging is possible. This procedure is repeated until all the quadrilaterals in the image frame are labeled.

4 Evaluation

To see how well the proposed method performs, we compare its performance with three other algorithms, KMC, SRG, and CGC. Both objective measurement and subjective inspection were considered. For the objective measurement there are many different evaluation methods. The one proposed by Liu and Yang\(^{24} \) is adopted in our work because it can be used to evaluate real images without requiring a reference image. However, note also that this method gives merely a broad and general indication, where subjective inspection should not be undervalued. The evaluation function \( L \) is defined as

\[
L[h(x,y)] = \frac{\sqrt{R}}{1000A_T} \sum_{i=1}^{R} \frac{e_i^2}{\sqrt{A_i}},
\]

where \( h(x,y) \) is the segmented image; \( R \) is the total number of regions resulted in \( h(x,y) \); \( A_i \) is the number of pixels in the \( i \)th region; \( A_T \) is the total number of pixels in the image; and \( e_i^2 \) is the color error of region \( i \), which is defined as the sum of Euclidean distance of the color vector between the input image and the segmented image for each pixel in the region.

The subjective inspection is based on three criteria: smoothness of the boundaries, boundary correctness, and ease of object tracking. Four test images were used in the evaluation, namely, “Toon,” “Bus,” “Cells,” and “Flower and Garden,” as shown in Fig. 12. “Toon” is an image of a high contrast simple cartoon figure with small amount of noise. This image presents a lower degree of segmentation difficulty. “Cells” is an image of some purple-dyed white...
cells taken from a slide under a microscope. The image is slightly out of focus and its contrast is normal. It presents a higher degree of segmentation difficulty than the “toon” image. The “Bus” image is part of a photo taken from an overhead camera looking down at a busy road. The double-decker bus is mainly white with a faint pattern on the side. The boundaries look fuzzy, but the front right side is clearly visible. The background includes part of a road where construction work can be seen at the top of the image and broken road markings near the bottom. This image is considered to be more difficult to segment when compared with “Cells.” Finally, “Flower and Garden” is an image that consists of complex background with a blurred tree, houses, and flower patch. This image is considered to be the most difficult among the four, but it is a more generic type of image.

For each algorithm, its parameters were varied over a range where their segmented results and $L$ for the two images were determined. Table 1 shows the best objective performance ($L$) obtained in each case and the corresponding number of regions ($R$) of each algorithm. Ranking of these algorithms are also given.

In particular, the parameter to be varied in the proposed algorithm is $\epsilon$. Its value is varied over a range until a smallest $L$ is obtained. Figure 13 shows the $L$ value plotted against $\epsilon$, while Fig. 14 shows the $R$ value plotted against $\epsilon$ for the “Toon” image.

As shown in Table 1, our method gives the smallest $L$ value for the “Toon” and “Bus” images, second best $L$ value for “Flower and Garden,” and ranks third for “Cells.” KMC, on the other hand, always gives the largest $L$ value for the four test images. SRG gives the smallest $L$ value for “Cells,” second best $L$ value for “Toon” and “Bus,” and ranks third for “Flower and Garden.” CGC gives the smallest $L$ value for “Flower and Garden,” second best $L$ value for “Cells,” and ranks third for both “Toon” and “Bus.” We can see that none of the methods always gives the smallest $L$ value. Objectively, it seems that the proposed method is the best with SRG follows closely behind since the proposed method has two first rank compared with one first rank for SRG. But when the number of segmented regions is concerned, our method gives the smallest number of regions for all the test images. This shows that our method may be more suitable in semantic

| Table 1 Smallest $L$ of each algorithm. |
|-----------------|-----------------|-----------------|-----------------|-----------------|
|                | KMC  | SRG  | CGC  | Proposed       |
| "Toon"         |      |      |      |                |
| $L$             | 0.780| 0.131| 0.339| 0.105          |
| $R$             | 157  | 153  | 918  | 25             |
| Rank            | 4    | 2    | 3    | 1              |
| "Cells"        |      |      |      |                |
| $L$             | 0.430| 0.241| 0.248| 0.260          |
| $R$             | 196  | 316  | 723  | 156            |
| Rank            | 4    | 1    | 2    | 3              |
| "Bus"          |      |      |      |                |
| $L$             | 3.380| 1.019| 1.298| 0.949          |
| $R$             | 664  | 166  | 640  | 111            |
| Rank            | 4    | 2    | 3    | 1              |
| "Flower and Garden" | | | | |
| $L$             | 19.042| 17.522| 3.585| 7.834          |
| $R$             | 2121 | 3815 | 7373 | 956            |
| Rank            | 4    | 3    | 1    | 2              |

For each algorithm, its parameters were varied over a range where their segmented results and $L$ for the two images were determined. Table 1 shows the best objective performance ($L$) obtained in each case and the corresponding number of regions ($R$) of each algorithm. Ranking of these algorithms are also given.

In particular, the parameter to be varied in the proposed algorithm is $\epsilon$. Its value is varied over a range until a smallest $L$ is obtained. Figure 13 shows the $L$ value plotted against $\epsilon$, while Fig. 14 shows the $R$ value plotted against $\epsilon$ for the “Toon” image.
Fig. 15 Segmented images and region maps of “Toon” according to smallest L.

Fig. 16 Segmented images and region maps of “Cells” according to smallest L.
video object tracking, as smaller number of regions means less computation power is required in object tracking. However, a smaller number of regions might not necessarily imply better segmentation results as it might indicate the possibility of overmerging. Therefore, it is necessary to compare the segmented images subjectively.

Figures 15–18 depict the segmented images for each algorithm resulted from the best \( L \). In Fig. 15, we can see that the segmented images of “Toon” of the four methods are roughly the same with smooth and correct boundaries. However, when we consider the region map, CGC have numerous tiny regions. This would make further processing necessary before object tracking can be performed. In their original algorithm,\(^{11}\) a region merging method was adopted to eliminate these tiny regions. In contrast, the other three seems to contain reasonable regions segmented from the region maps. We see that for this simple image, KMS, SRG, and the proposed method have almost the same visual performance. But when the number of regions is of concern, KMS and SRG have the problem of undermerging as they resulted in more regions than the proposed method.

In Fig. 16, KMC, CGC, and the proposed method have the background correctly segmented. SRG suffers from the undermerging problem as the background is not correctly segmented and multiple regions appear at the object boundaries. KMC and CGC perform more or less the same except CGC has more tiny regions. The proposed method, although it resulted in the smallest number of regions, appears to have overmerging problem around the top-right and middle-bottom cells. When the boundary smoothness and correctness are of concern, the four methods are roughly the same with a little smoother boundary for KMC and little rougher boundary for the proposed method.

In Fig. 17, KMC and CGC perform roughly the same with smooth and correct boundaries. The proposed method exhibits rougher boundaries but it contains fewer regions and the key features of the bus are correctly identified. SRG suffers from overmerging this time, which is noticeable at the lower front side of the bus.

In Fig. 18, both KMC and CGC suffer the problem of the color shift, which is common in clustering types of segmentation methods. On the other hand, SRG and the proposed method resulted in a color that more closely resembles the original image. KMC, CGC, and SRG all suffer from the problem of undermerging. This is noticeable at the roof of the houses for KMC and CGC and around the tree for SRG. The proposed method does not seem to have this problem in those two regions. The boundaries extracted by the four methods appear to be smooth enough.

The subjective evaluation is summarized in Table 2, where complexity refers to the number of meaningful regions formed. Note that a segmented image with low complexity is more favorable for tracking.

From the objective and subjective evaluations, we observe that no single method outperforms the others in all the four test images. When the average performance is considered, the proposed method appears to be superior to the other three except for the “cells” image. This is because the proposed method generates reasonably smooth and correct boundaries with no noticeable overmerging and undermerging problem and results in the smallest number of regions for the other three test images. Besides, the boundary of a region is represented by the vertices of quadrilaterals instead of every boundary pixels, resulting in better data reduction, which is more favorable for object or region tracking. In this case, further description techniques are required for the other three methods to achieve a similar data reduction effect.

When tracking is of concern, geometric invariants\(^{23,24}\) can be used to match quadrilaterals across different frames. By doing so, the linkage of quadrilaterals across frames can be built up and thus correlation of regions across frames is possible. To match quadrilaterals across frames, many methods\(^{25–27}\) proposed in literature can be applied.

5 Conclusion

We have presented a new segmentation method based on the concept of quadrilateral approximation that has favorable properties for object tracking in generic video sequences. The new method was evaluated and compared both objectively and subjectively against three other algorithms, namely, KMC, SRG, and CGC. We observed that the proposed method appears to perform best in terms of the average performance of both objective and subjective
Fig. 18  Segmented images and region maps of “Flower and Garden” according to smallest $L$. 
measures. The regions obtained by the proposed method are approximated by quadrilaterals, which results in data reduction, and the region representation is ready to be used in tracking. Besides, the proposed method also tends to generate a reasonable number of regions with low complexity. By these observations, it seems that the proposed method is more suitable for tracking when compared with the other three algorithms. Future directions would be focused on two areas: investigate the merging criterion so that parameterless segmentation is possible and develop a object-tracking methodology based on the proposed segmentation method.
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