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Abstract—Multicode code division multiple access (CDMA) is a new transmission scheme for flexible and high-speed data communications. The basic idea of multicode CDMA is to assign multiple channelization codes to any given user. If these channel codes are orthogonal, the self-interference among them can be eliminated in an additive white Gaussian noise (AWGN) channel. However, in a multipath environment, these intrauser signals from different delay paths no longer maintain orthogonality and, thus, cause interference, i.e., multicode interference (MCI), to each other. In high-speed data networks, where the number of users is much less than in the voice networks, the MCI may represent a large portion of the total interference and has great impact on the system performance. In this paper, a complex spreading multicode wideband CDMA receiver with RAKE structure and multistage MCI cancellation is studied. By pilot aided channel estimation, the MCI associated with the reference user is regenerated and subtracted from the received signal by a cancellation factor of $\lambda$. A complete and consolidated theoretical analysis is presented to show that the system performance is significantly improved by the MCI cancellation. The optimal cancellation factor in the $k$th stage is approximated by $\lambda_{\text{opt}}(k) \leq 1 - 2P_E(k-1)$, where $P_E(k-1)$ is the error probability of the $(k-1)$th stage. The optimal value of each stage can be chosen from 0.5 to 0.85 for a wide range of signal to noise ratios.
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I. INTRODUCTION

MULTICODE code division multiple access (CDMA) has been introduced as a new transmission scheme for high speed and flexible data rate communications over wireless channels [1]–[3]. The basic idea of multicode CDMA is to split the user data into a number of streams and use parallel orthogonal channel codes to modulate. As described in the 3G standards of wideband CDMA (W-CDMA) uplink physical layer, together with the orthogonal variable spreading factor (OVSF) method, multicode CDMA can provide data service up to the rate of 2 Mbps [3]. The performance of multicode CDMA system has been addressed in several papers [4]–[8].

The introduction of multicode causes several problems. One is the high envelope variation, which results from a linear sum of signals over multicode channels. There have been a number of methods proposed to combat such envelope fluctuation, e.g., precoding [9] and predistortion [10], [11]. However, a convenient method is to use complex spreading, which can effectively suppress the envelope variation without introducing extra circuits or loss in information rate [12]. In this paper, complex spreading is adopted with the development of a unique representation of the complex signal. Another problem of multicode is the self-interference caused by the different delays of the intrauser signal in a multipath environment. These intrauser multicode signals have certain characteristics: synchronous, suffering the same fading for a given path and the channel codes associated with the reference user are known in both downlink and uplink. These features may be exploited to improve the receiver performance. That is, certain multicode detection techniques may be employed to achieve better performance.

Interference cancellation (IC) is to attempt the removal of the multiuser interference from each user’s received signal before making final data decisions. IC has been vastly investigated [13]–[16]. The application of IC in multicode CDMA has also been suggested in some publications [17]–[21]. However, the following issues are not sufficiently addressed. First, in most publications, the system performance is examined by simulations rather than analysis, thus, more insightful study is necessary. Second, the signal with very large bandwidth in the next generation communication system shall confront with a large number of multipaths. Most publications assume that the number of RAKE receiver fingers is equal to the number of resolvable paths, and full cancellation is achieved. However, in any practical system, the number of RAKE fingers is limited and cannot be chosen arbitrarily. That is, the multipath interference cannot be completely cancelled. Third, IC requires the knowledge of channel parameters, e.g., amplitudes and phases. However, the channel estimation using pilot symbols or data symbols suffers a lot from the multipath and multiaccess interference and cannot be accurately obtained, which may greatly degrade the system performance. Fourth, since the tentative data decision for MCI regeneration may not be completely reliable, thus, it will be useful to use partial cancellation to mitigate the negative effects of incorrect decisions. [14], [15] studied the effect of partial cancellation by experiments and simulations. In this paper, the optimal partial MCI cancellation is analytically investigated and a multistage receiver with RAKE structure is presented. A consolidated theoretical analysis is given for system performance evaluation.

Basically, multiuser IC is used only in the uplink of the CDMA system, because in downlink, the mobile stations do not know the spreading codes of other users. However, in the case of multicode systems, the channel codes of the reference user are known in both uplink and downlink, thus, it is possible...
to utilize MCI cancellation in mobile stations as well. The uplink transmission model is used in this paper. However, the analysis and results can be applied to the downlink transmission as well.

Since multicode is only used for high-speed data transmission with high transmit power, the number of active users supported by the system is small. For instance, in 3GPP [3], when the number of data channels is six with a spreading factor (SF) of four in each code, only the multicode user is permitted for transmission in the whole system. That is, the number of active users in the system is one. Therefore, for simple analysis, only one user (i.e., the multicode user) is considered. However, even if there are other interfering users in the system, they can be suppressed by other methods, such as antenna arrays [22].

This paper is organized as follows. In Section II, the multicode CDMA system model is presented, which includes the transmitter diagram, a multipath channel model and detailed descriptions of the receiver structure. The analysis of the MCI cancellation receiver is given in Section III, including the decision statistics with and without MCI cancellation. The system performance is given in Section IV by means of bit-error rate (BER) and numerical results are discussed in Section V. Finally, conclusions are drawn in Section VI.

II. MULTICODE CDMA SYSTEM MODELS

A. Transmitter Diagram

Consider the uplink of a single-cell multicode CDMA system. In a general case, any user in the system may use multicode to transmit high-speed data or may use a single code to transmit voice and low-speed data. Here, only one multicode user is assumed. Fig. 1 shows the transmitter block diagram of the multicode user, where $L + 1$ denotes the number of code-channels. Note that one code (i.e., zeroth code) with a large SF is for pilot channel, whereas other $L$ codes with small SF are for data channels. The ratio, $g$, is defined as the power ratio of pilot channel to one data channel. The user data is first split into $L$ parallel streams, i.e., serial to parallel conversion, then all streams are multiplied by corresponding orthogonal codes. This is so called the spreading or channelization process and the data symbols are transformed into chip streams. The streams are divided into two groups. In one group, the data streams, together with the pilot channel, are added to form the $I$-branch data (imaginary part of the spreading data), whereas data streams in another group are added to form the $Q$-branch data (real part of the spreading data). It is worth noting that any pair of data channels on the $I$ and $Q$ branches may use the same channel code, as specified in the standard of W-CDMA uplink physical layer of 3GPP [3], and the $I$- and $Q$-data are distinguished by the following complex scrambling code. However, in this paper, all the $I$- and $Q$-channels use different codes. But the system performance and models are identical for both cases.

The $I$ and $Q$ branches are treated as complex spreading data $\tilde{D}(n)$ and multiplied by a complex scrambling sequence $\tilde{C}_s(n)$, which consists of two binary sequences, i.e., $\tilde{C}_s(n) = \pm 1 \pm j$. Note that hereinafter, the symbol “$\sim$” is used to denote a complex variable. After scrambling, the resultant complex signal is passed through the pulse-shaping filter with impulse response, $h(t)$, and then multiplied with a complex carrier $\sqrt{E_s}[\omega_0 t + \ldots]$. The result is then passed through a power amplifier and transmitted.
where $E$ is chip energy, $\omega_0$ is angle frequency and $\phi$ is carrier phase. The real part of the modulated signal is transmitted and given by

$$S(t) = \text{Re}\{\tilde{S}(t)\} = \text{Re}\left\{\sqrt{E} \sum_{\tau = -\infty}^{\infty} \tilde{D}(n) \cdot \tilde{C}_n(n) \cdot h(t - nT_c) \cdot \exp[j(\omega_0t + \phi)]\right\}$$

where $\text{Re}\{\cdot\}$ stands for real part and $\tilde{D}(n)$ is the complex spreading data, of the form

$$\tilde{D}(n) = \sum_{l \in \Omega_p} d_l(m)C_l(n) + \sum_{l \notin \Omega_p} d_l(m)C_l(n), \quad 0 \leq l \leq L$$

where $d_l(m)$ is the data sequence in $l$th subchannel with $d_l(m) = \sqrt{\alpha}$ and $d_l(m) = \pm 1$ for $l \neq 0$, and $m = [n/N]$, where $[\cdot]$ stands for the integer part and $N$ is the SF, $C_l(n)$ is the orthogonal channel code for $l$th channel. Note that the pilot channel has a large SF $N = N_0$, while data channels take a small SF $N = N_1$.

### B. Channel Model

One of the basic features of the next-generation mobile communication system is the occupation of large bandwidth. When such a signal with large bandwidth is transmitted over wireless channels, it is very likely to demonstrate the characteristic of a large number of multipaths, especially in urban environment. A general multipath channel model is the tapped delay line model, with the complex low-pass equivalent impulse response that can be written as

$$h_{kl}(t) = \sum_{\tau = 0}^{P-1} \alpha_p(t)\delta[t - \tau_p(t)]e^{j\theta_p(t)}$$

where $P (P \geq 1)$ is the number of resolvable propagation paths. $\alpha_p(t)e^{j\theta_p(t)}$ and $\tau_p(t)$ are the complex fading factor and propagation delay, respectively, of the $p$th path. It is assumed that all paths are independent. That is, all random variables in (3) are independent for $p$. An exponential multipath intensity profile (MIP) is assumed, i.e., $\Omega_p = E\{\alpha_p^2\} = e^{-\delta}$, where $\delta$ is the rate of exponential decay of the path energy.

Therefore, the received signal is of the form

$$R(t) = \eta(t) + \text{Re}\left\{\sum_{\tau = 0}^{P-1} \alpha_p(t)\tilde{S}[t - \tau_p(t)]e^{j\theta_p(t)}\right\}$$

where $\eta(t)$ is the background additive white Gaussian noise (AWGN) with double-side power spectrum density $\eta_p/2$.

Note that $\alpha_p(t)$ can be Rayleigh, Rician, or Nakagami distributed, depending on a specific channel model. $\alpha_p(t)$ is assumed to be Nakagami in this paper, because the Nakagami distribution is more versatile and more adequate to describe different fading situations. Accordingly, the probability density function (pdf) of $\alpha_p$ is given by

$$p(\alpha_p) = 2\left(\frac{m_p}{\Omega_p}\right)^{\frac{m_p}{2}} \frac{\alpha_p^{2(m_p-1)}}{\Gamma(m_p)} \exp\left(-\frac{m_p}{\Omega_p} \alpha_p^2\right), \quad \alpha_p \geq 0$$

where $m_p = (\Omega_p^2/E(\alpha_p^2 - \Omega_p^2))$ and $\Gamma(x) = \int_0^\infty t^{x-1}e^{-t} dt$ is the Gamma function. Furthermore, if the Nakagami distribution in each path is such that the ratio $(m_p/\Omega_p^2)$ is the same for all paths, it can be shown that $\zeta = \sum_{p=0}^{P-1} \alpha_p^2$ has the gamma pdf [23]

$$p(\zeta) = \left(\frac{m_T}{\Omega_T}\right)^{m_T} \frac{\zeta^{m_T-1}}{\Gamma(m_T)} \exp\left(-\frac{m_T}{\Omega_T} \zeta\right), \quad \zeta \geq 0$$

where $\Omega_T = \sum_{p=0}^{P-1} \Omega_p = \sum_{p=0}^{P-1} E\{\alpha_p^2\}$ and $m_T = \sum_{p=0}^{P-1} m_p$.

### C. Receiver Structure

The receiver actually consists of several stages with similar structure. The overall structure is shown in Fig. 2, and the detailed block diagram of each stage is shown in Fig. 3. The basic idea is to make tentative decisions of the data symbols in the first stage using the conventional RAKE receiver. The tentative decisions are used to reconstruct MCI that to be canceled in the second stage, and secondary decisions are used in third stage to further cancel the interference, and so forth. Note that the front-end circuit (before sampling) is shared for all stages. As in any digital processing systems, the received signal is first down-converted to baseband, then passed through a pulse-matching filter, whose impulse response is the conjugate of the impulse response of the transmitter filter. The output is sampled at the chip rate $1/T_c$, and these signal samples are fed to every stage correspondingly.

In all stages, a user-dedicated pilot channel is used to facilitate coherent reception. Descrambled samples are multiplied by a known pilot channel code, $-jC_l(n - n_r)$, and summed over $N_0$ chips to obtain an unbiased channel estimate. This estimate is noisy due to the multipath interference and a low-pass filter (LPF) is utilized to reduce the noise. In order to track the fading variation effectively, the cutoff frequency of the filter should be much larger than the maximum Doppler frequency $f_d$ of the wireless channel. In this study, a $N_p$-tap finite impulse response (FIR) filter is adopted to suppress the noise with assumption $(1/N_0N_0T_c) \gg f_d$.

In the first stage (without MCI cancellation), the sampled signal, $\tilde{u}_p(n)$, is first descrambled by multiplying conjugate of the scrambling code $C_p(n - n_r)$, then fed into a bank of RAKE processing units. There are $P$ multipath components in the received signal, however, only the strongest $R$ paths are processed, i.e., the number of RAKE fingers is $R(R \leq P)$. In each RAKE finger, the descrambled samples are multiplied by individual channel code $(-j)^{T+1} C_l(n - n_r)$, where $T + 1 = (l + 1) \bmod 2$, then integrated and dumped (I&D). After that, the outputs of all data channels are multiplied by the conjugate of the corresponding channel estimate from pilot symbols to complete coherent demodulation and maximum ratio combining. Each finger produces $L$ outputs and all outputs of $R$ fingers are added correspondingly to form $L$ decision statistics for the $L$ parallel data symbols.

In the second stage ($\lambda(0) \neq 0$), the MCI is first reconstructed for each RAKE finger, using previous data decisions and
channel estimates. For each data channel, the total number of interference terms should be \((L+1)P-1\). However, since those multicode signals that arrive at the same path are orthogonal and do not cause interference, only \((L+1)(P-1)\) terms of interference need to be eliminated. Due to implementation limits of RAKE receiver, only the parameters of \(R\) strongest paths are estimated, so that only \((L+1)(P-1)\) terms of interference components could be regenerated and cancelled. The detailed block diagram of the interference regenerator in the finger is shown in Fig. 4, where \(\{d_{l}^{(m)}(n) = d_{l}^{(1)}(m), l = 1, \ldots, L\}\) are the tentative decisions from the first stage. These tentative data decisions \(\{d_{l}^{(1)}(m)\}\) and scaled channel estimates \(\{\gamma_{l}^{(1)}(m)/(2\sqrt{g_{0}})\}\) are multiplied by channel codes and scrambling sequences with different delay. Finally, a weighting factor \(\beta_{l}(n)\), shown in Fig. 3, is introduced to control the weight of interference being removed. Because when the interference estimate is poor, e.g., the signal-to-noise ratio (SNR) is low, it is preferable not to cancel the entire amount of estimated interference but to remove only a part of the interference. After subtraction, the resultant signal is processed as in the first stage and secondary decisions are made.

Notice that in multipath environment, the path delay spread may be larger than one data symbol duration. Since the MCI is regenerated on chip level, the tentative data in the MCI regeneration units may be the current one, or the previous one, or even a few bits ahead. This operation is enabled by the fact that the multipath delay can be measured and tracked in system. An example of the time relation between the data bits in a multipath channel is shown in Fig. 5.

In order to obtain acceptable performance, more stages with MCI cancellation are necessary. The operations of the \(k\)th stages are like that of the second stage.

III. ANALYSIS OF MCI CANCELLATION

A. Decision Statistic in First Stage (Without MCI Cancellation)

Assuming that acquisition and synchronization have been accomplished for the reference path, \(r\), the path delay \(\tau_{r}(t)\) is known, so that it is able to pick up the strongest \(R\) paths. Therefore, the local spreading codes in the \(r\)th finger are aligned with the \(r\)th path of the received signal. In Fig. 3, the sampled output of the pulse-matching filter for the \(r\)th finger is given by

\[
\tilde{u}_{r}(n) = \int_{nT_{c} + \tau_{r}(n)}^{(n+1)T_{c} + \tau_{r}(n)} R(t) \exp(-j\omega_{c}t) \times h^{*}(nT_{c} + \tau_{r}(n) - t) dt
\]

\[
\tilde{u}_{r}(n) = \tilde{\gamma}(n) + \sum_{p=0}^{P-1} \frac{1}{2} \sqrt{E[\alpha_{p}(n)R_{ww}][\tau_{p}(n)]} \exp[j\varphi_{p}(n)] 
\]

\[
\tilde{u}_{r}(n) = \tilde{\gamma}(n) + \sum_{p=0}^{P-1} \frac{1}{2} \sqrt{E[\beta_{p}(n)\cdot \tilde{D}(n-n_{p}) \cdot \tilde{C}(n-n_{p})]}
\]

where for the sake of simple notation, \(\eta T_{c}\) is replaced by \(n\) hereafter, and \(\tau_{r}^{\prime}(n) = \tau_{r}(n) \mod T_{c}, n_{p} = \lfloor [\tau_{p}(n) - \tau_{r}^{\prime}(n)]/T_{c} \rfloor\). \(\tilde{\gamma}(n)\) is the sampled noise component, and \(\beta_{p}(n)\) is of the form

\[
\beta_{p}(n) = \alpha_{p}(n)R_{ww}[	au_{p}(n)] \exp[j\varphi_{p}(n)]
\]

where \(\varphi_{p}(n) = \phi + \theta_{p}(n) - \omega_{0}\tau_{p}(n)\) is the overall carrier phase offset. \(\tau_{p}(n)\) is the chip timing error given by \(\tau_{p}(n) = \tau_{p}(n) - \tau_{r}^{\prime}(n) - n_{p}T_{c}\). \(R_{ww}(\tau)\) represents the effect of timing
error $\varpi$ on the sampled output. If the impulse response of the shaper filter is limited to one $T_c$ interval, then we have $[12]
\begin{equation}
R_{\omega}(\varpi) = \int_{-\infty}^{\infty} |H(f)|^2 \cos(2\pi f \varpi) df
\end{equation}
where $H(f)$ is the frequency response of the pulse shaper filter.

It is assumed that for a different path, the fading amplitudes $\alpha_p(n)$ are independent, chip timing errors $\varphi_p(n)$ are independent identically distributed (i.i.d.) random variables uniformly distributed over $[0, T_c]$ except for $\varphi_A(n) = 0$. Carrier phase offsets $\varphi_p(n)$ are i.i.d random variables uniform over $[0, 2\pi]$. Accordingly, $\hat{\beta}_p(n)$ in (8) can be modeled as a zero mean variable with variance
\begin{equation}
\var{\hat{\beta}_p(n)} = E\{\hat{\beta}_p^2(n)\}
= E\{\alpha_p^2(n)\} \cdot E\{R_p^2[\varphi_p(n)]\} \cdot E\{\exp[j\varphi_p(n)]\}
= \left(\frac{1}{2} + j\frac{1}{2}\right) \Delta \Omega_p
\end{equation}
where $\Omega_p = E\{\alpha_p^2(n)\}$ is the channel parameter given in the channel model. $\Delta = E\{R_p^2[\varphi_p(n)]\}$ is related to the frequency transform function of pulse-shaping filter, and $\Delta = (2/3)$ for rectangle pulse shaping filter, $E\{\exp[j\varphi_p(n)]\}$ is defined as
\begin{equation}
E\{\cos^2\varphi_p(n)\} + jE\{\sin^2\varphi_p(n)\} = (1/2) + j(1/2).
\end{equation}
Notice that the complex variables used in this paper are for the purpose of avoiding ponderous notations. In most cases, the real and imaginary parts are corresponding to the $I$ and $Q$ components in processing. Hence, in mathematical operations, the real and imaginary parts will be dealt individually.

The output of the I&D correlator in the data branch $l(l \geq 1)$ of the finger $r$ at the first stage is
\begin{equation}
\bar{y}_r^{(1)}(m) = \sum_{n=mN_l+1}^{(m+1)N_l} \bar{x}_r(n) \cdot \bar{C}_m(n-n_r) \cdot (-j)^{\frac{m+1}{2}} \bar{C}_l(n-n_r)
\end{equation}
where $(-j)^{\frac{m+1}{2}} = 1$ and $-j$ for odd and even $l$, respectively. Assuming that the channel parameters remain constant over one symbol duration, i.e., $\hat{\beta}_p(n) = \hat{\beta}_p(nN_1)$ for $mN_1 < n \leq (m+1)N_1$, it can be shown that the output, $\bar{y}_r^{(1)}(m)$, consists of three distinct components: the desired
signal component $\hat{E}_{r,d}^{(1)}(m)$; the intrauser multicode interference $\hat{I}_{r,d}^{(1)}(m)$; and the background AWGN component $\hat{n}_{r,d}^{(1)}(m)$.

That is

$$z_{r,d}^{(1)}(m) = \hat{E}_{r,d}^{(1)}(m) + \hat{I}_{r,d}^{(1)}(m) + \hat{n}_{r,d}^{(1)}(m).$$ (12)

Since the objective of this research is to reduce the variance of $\hat{I}_{r,d}^{(1)}(m)$, it is separately listed as follows:

$$\hat{I}_{r,d}^{(1)}(m) = \sum_{j=p+1}^{\Gamma-1} \frac{1}{2} \sqrt{E_{\gamma}} \tilde{\beta}_{\gamma}(mN_{l})$$

$$\times \sum_{n=N_{l}+1}^{(m+1)N_{l}} \hat{D}(n-n_{p}) \cdot \hat{C}_{\gamma} (n-n_{p})$$

$$\cdot \hat{C}_{\gamma}^{*} (n-n_{r}) \cdot (-j)^{m+1} C_{\gamma} (n-n_{r}).$$ (13)

The variance of $\hat{I}_{r,d}^{(1)}(m)$ is given by

$$\operatorname{var}\left\{ \hat{I}_{r,d}^{(1)}(m) \right\} = (1+j)\Delta \frac{N_{l}}{2} \sum_{\gamma=1}^{\Gamma-1} \sum_{p=0, p \neq \gamma}^{\Gamma-1} \Omega_{\gamma}(L+g)E.$$ (14)

In any finger of the RAKE receiver, the output of the top branch; namely, $\hat{x}_{r,d}^{(1)}(m)$, is the channel estimate from the pilot symbol. In order to reduce the error of channel estimate, $\hat{x}_{r,d}^{(1)}(m)$ is passed through a low-pass FIR filter with $N_{P}$ taps. For coherent detection and maximum ratio combining, the data estimate is multiplied by conjugate of the channel estimate. Assuming that the scrambling sequences are pure random sequences and channel parameters remain unchanged over $N_{P}$ symbols, one can have

$$E\left\{ y_{r,d}^{(1)}(m) \right\} = N_{0}N_{l} \sqrt{g} E \alpha C_{\gamma}^{2}(mN_{l}) d_{l}(m).$$ (15)
where \( \Lambda(1) = \Delta(1/2) \sum_{p=0}^{R-1} \Omega_p(L + g)E + \mathbf{v}_0 \) is a statistic that gives the measurement of the overall interference in the first stage. The readers can refer to [12] for further computational details.

After RAKE combining, the decision statistic of data symbol in the \( l \)th code channel is the sum of outputs in \( R \) corresponding fingers

\[
\hat{z}^{(1)}_l(m) = \sum_{r=0}^{R-1} y^{(1)}_r(m).
\]  

Because the variables in different paths are independent, the mean and variance of \( \hat{z}_l(m) \) are

\[
E\left\{ \hat{z}^{(1)}_l(m) \right\} = N_1 N_0 \sqrt{\bar{g}E} \sum_{r=0}^{R-1} \alpha_r^2(mN_1) \xi_R(m)
\]

\[
= N_1 N_0 \sqrt{\bar{g}E} \zeta_R q_l(m)
\]

\[
\text{var}\left\{ \hat{z}^{(1)}_l(m) \right\} = \left( gN_0 + \frac{N_1}{N_p} \right) N_0 N_1 E \Lambda^{(1)}
\]

\[
\times \sum_{r=0}^{R-1} \alpha_r^2(mN_1) + \frac{2N_0 N_1}{N_p} \sum_{r=0}^{R-1} \left[ \Lambda^{(1)} \right]^2
\]

\[
= \left( gN_0 + \frac{N_1}{N_p} \right) N_0 N_1 E \Lambda^{(1)} \zeta_R
\]

\[
+ \frac{2RN_0 N_1}{N_p} \left[ \Lambda^{(1)} \right]^2
\]

where \( \zeta_R = \sum_{r=0}^{R-1} \alpha_r^2(mN_1) \) is a random variable determined by the instantaneous amplitude fading.

In order to regenerate the multicode interference, a tentative decision of each data symbol is to be made in the first stage. For hard decision, the estimated data symbol in the first stage is

\[
d^{(1)}_l(m) = \text{sgn}\left( \hat{z}^{(1)}_l(m) \right),
\]

\[
\text{P}^{(1)} = P^{(1)}_c \zeta_R = Q \left( \frac{\mathbb{E}\left\{ \left| z^{(1)}_l(m) \right| \right\}}{\sqrt{\text{Var}\left\{ z^{(1)}_l(m) \right\}}} \right)
\]

\[
= Q \left( \frac{\zeta_R}{\sqrt{\zeta_R \left( 1 + \frac{1}{2\bar{g}N_1} \right) \Lambda^{(1)} + \frac{2\bar{g}N_1}{2\bar{g}N_0} \cdot \left( \frac{\Lambda^{(1)}}{N_1 E} \right)^2} \right)
\]

where \( N'_i = N_i \cdot N_0 / N_1 \cdot \lambda \) denotes the absolute value and \( Q(x) = \int_0^\infty (1/\sqrt{2\pi}) e^{-y^2/2} dy \) is the Q-function. Note that the overall error probability is equal to that of each data channel.

### B. Decision Statistic in Second Stage (With MCI Cancellation)

The regenerated interference of the \( r \)th finger in the second stage is given by

\[
\tilde{i}^{(2)}_r(n) = \chi(2) \sum_{p=0}^{R-1} \frac{x^{(1)}_p(n)}{2\sqrt{gN_0}} \hat{y}^{(1)}_r(n - n_p)
\]

\[
\tilde{C}_r(n - n_p), \quad 0 \leq r \leq R - 1
\]

where \( \hat{y}^{(1)}_r(n) = \sum_{l=1,3,5,\ldots} d^{(1)}_l(m) C_l(n) + \sum_{r \neq r'} d^{(1)}_r(m) C_l(n), \quad 0 \leq l \leq L_r \) is the reconstructed complex spreading data using tentative decisions in the first stage. It is seen that the reconstructed interference is irrelevant to different subchannel \( l \), and distinct only for different RAKE finger. This is because the multicode signals that arrive at the same delay are orthogonal to each other and the resultant interference is zero. Therefore, there are only \((L + 1)(R - 1)\) terms of interference components involved in cancellation.

The correlator output in the \( l \)th data channel of the second stage is

\[
\hat{x}^{(2)}_{rl}(m) = \sum_{n=n_1+1}^{(m+1)N_1} \left[ \tilde{i}^{(2)}_{rl}(n) - \tilde{i}^{(2)}_{rl}(n) \right]
\]

\[
\cdot \tilde{C}_r(n - n_p) \cdot (-j)^{f + 1} C_l(n - n_r)
\]

\[
= \hat{I}^{(2)}_{rl}(m) + \hat{i}^{(2)}_{rl}(m) + \tilde{i}^{(2)}_{rl}(m)
\]

\[
\text{where the desired component } \hat{I}^{(2)}_{rl}(m) = \hat{I}^{(2)}_{rl}(m) \text{ and the noise component } \tilde{i}^{(2)}_{rl}(m) = \tilde{i}^{(2)}_{rl}(m), \text{ the only component different from that in the first stage is the MCI, i.e., } \hat{I}^{(2)}_{rl}(m) \rightarrow \hat{I}^{(2)}_{rl}(m). \text{ The } \hat{I}^{(2)}_{rl}(m) \text{ is of the form}
\]

\[
\hat{I}^{(2)}_{rl}(m) = \sum_{p=0}^{R-1} \frac{1}{2\sqrt{E}} \beta_p(mN_1) \sum_{n=n_1+1}^{(m+1)N_1} \hat{y}^{(1)}_r(n - n_p)
\]

\[
\cdot \tilde{C}_r(n - n_p) \cdot \tilde{C}_r(n - n_p) \cdot (-j)^{f + 1} C_l(n - n_r)
\]

\[
+ \sum_{n_1+1}^{(m+1)N_1} \sum_{p \neq r'} \frac{1}{2\sqrt{E}} \beta_p(mN_1) \hat{y}^{(1)}_r(n - n_p)
\]

\[
\cdot \tilde{C}_r(n - n_p) \cdot \tilde{C}_r(n - n_p) \cdot (-j)^{f + 1} C_l(n - n_r)
\]

\[
= \hat{I}^{(2)}_{rl}(m) + \tilde{i}^{(2)}_{rl}(m).
\]

Notice that after cancellation, the MCI still consists of two residual parts. The first part is the interference that is beyond the \( R \) strongest paths, which is not being cancelled at all. The variance of this part does not change with the increase of stages, and is given by

\[
\text{var}\left\{ \tilde{i}^{(2)}_{rl}(m) \right\} = (1 + j) \Delta \sum_{p=0}^{R-1} \Omega_p(L + g)E.
\]
The second factor is the tentative data decision errors from the first stage, that is, \( d_i^{(1)}(m) \neq d_i(m), l = 1, 2, \ldots, L \). Notice that in MCI regeneration, the tentative data is multiplied by the channel estimate, so the overall error is essentially the product of data error and channel estimate error. It is seen from the previous description that the data error results from the ongoing \( N_1 \) chips, while the channel estimate is the average over \( N_1 \) chips. Due to the fact of \( N_\tau \cdot N_0 \gg N_1 \) in practical system, (for instance, \( N_\tau \cdot N_0 = 512 \) and \( N_1 = 4 \)), these two errors have a weak correlation, although they are not totally uncorrelated. Therefore, the interference can be approximated as the summation of the interferences in two cases. First is the interference where the channel estimation is error free, while the tentative data decisions have errors with error rate \( \Delta \) given by (21). Second is the interference where the tentative data decisions are error free, while the scaled channel estimate has deviation (variance) \( \frac{\var{\hat{s}_p^{(1)}(m)}}{2gN_0} = (1 + j) \frac{\Delta(1)}{gN_\tau N_0} \frac{1}{\tau + \frac{1}{8}} \Delta E \left( \sigma_p^{(1)} \right)^2 \) (26)

where

\[
(\sigma_p^{(1)})^2 = \frac{L + g}{gN_\tau N_0} \sum_{p=0}^{N_\tau-1} \Omega_p + \frac{\gamma_0}{gEN_\tau N_0}.
\]

Notice that \((\sigma_p^{(1)})^2\) is approximately irrelevant to the subscript \( p \), although it represents the variance of channel estimate of the \( p \)th path.

When \( B^{(1)} \) out of \( L \) data channel decisions are incorrect at the first stage, the MCI caused by the error decisions is increased by \((1 + \lambda(2))^2\) times. For the remaining correct \((L - B^{(1)})\) decisions, the interference is reduced by \((1 - \lambda(2))^2\) times. Moreover, the channel estimation error is additive to this interference, no matter whether the data decision are correct or not. Note that there is no tentative decision error in the pilot channel. Therefore, the variance of this residual interference is given by

\[
\var{\hat{I}_{r,d}^{(2)}(m)} = (1 + j) \frac{\Delta N_1 E}{2} \left( \sum_{p=0}^{N_\tau-1} \Omega_p \left[ (1 + \lambda(2))^2 B^{(1)} + (1 - \lambda(2))^2 (L - B^{(1)}) \right] + \sum_{p=0}^{N_\tau-1} \left( \lambda(2) \right)^2 \left( \sigma_p^{(1)} \right)^2 (L + g) \right) + \eta_0 \approx \frac{\Delta N_1 E}{2} \left( \sum_{p=0}^{N_\tau-1} \Omega_p \left[ 4\lambda(2) B^{(1)} + (1 - \lambda(2))^2 L \right] + \sum_{p=0}^{N_\tau-1} \left( \lambda(2) \right)^2 \left( \sigma_p^{(1)} \right)^2 (L + g) \right) + \eta_0
\]

\( \Lambda(2) \) is the measurement of total interference after MCI cancellation in the second stage. Similar to the first stage, the mean and variance of the decision statistic in the second stage can also be written in the forms of (18) and (19), but with \( \Lambda^{(1)} \rightarrow \Lambda^{(2)} \). Therefore, it is possible to calculate the error performance of the second stage on the basis of the first stage.
C. Optimal Partial MCI Cancellation

In view of the fact that the tentative decisions are not completely reliable, a possible way to improve the performance is not to attempt to cancel interference completely, but partially. This can be accomplished by the weighting factor $\lambda^{(2)}$, shown in Fig. 3. The second part of the residual interference after cancellation is rewritten as

$$\text{var}\left\{ P_{r_d}^{(2)}(m) \right\} = (1 + j)\Delta N_1 E \times \left( \sum_{p=0}^{R-1} \Omega_p \left[ 4\lambda^{(2)} + (1 - \lambda^{(2)})^2 L \right] + \sum_{p \neq r}^{R-1} \left( \lambda^{(2)} \right)^2 \left( \sigma_p^{(1)} \right)^2 (L + g) \right).$$

(32)

It can be seen from the first term of the right hand side of (32) that in the presence of the weighting factor ($\lambda^{(2)} \neq 0$), interference cannot be completely removed even though tentative data decisions are correct. When $\lambda^{(2)}$ is small, interference caused by both incorrect tentative data decisions and imperfect channel estimation is small, whereas the interference introduced by correct tentative decision is large. Therefore, an optimal value of $\lambda^{(2)}$ should exist according to different channel conditions. That is, when channel condition is good (the error rate of tentative decision is low), a large value of $\lambda^{(2)}$ is desirable (close to one). However, when the channel condition is poor (the noise and interference level is high), a smaller value of $\lambda^{(2)}$ is preferable. The optimal $\lambda^{(2)}$ is to minimize the variance given by (32). Thus, by letting $d\text{var}\{ P_{r_d}^{(2)}(m) \} / d\lambda^{(2)} = 0$, it is readily to have

$$\lambda^{(2)}_{\text{opt}} = \frac{\sum_{p=0}^{R-1} \Omega_p \left( L - 2B^{(1)} \right)}{\sum_{p \neq r}^{R-1} \Omega_p L + \sum_{p \neq r}^{R-1} \left( \sigma_p^{(1)} \right)^2 (L + g)}. $$

(33)

This result agrees with the above discussion on how to choose the optimal value of $\lambda^{(2)}$, which should be in the range $\lambda^{(2)} < 1$. It is seen from (33) that when $2B > L$, $\lambda^{(2)}_{\text{opt}} < 0$. This can be instinctively explained as following. The regenerated interference component from an error decision is a negative term compared with that from a correct data decision. If more than half of the data decisions in the first stage are incorrect ($\hat{B} > L/2$), then the overall regenerated interference would be a negative one. In this case, to subtract the regenerated interference cannot reduce the interference at all, but increase the interference. Thus, the optimal $\lambda^{(2)}$ goes to negative to make the subtraction meaningful. The optimal $\lambda^{(2)}$ given by (33) depends on the particular channel parameters as well as the average BER of previous stage. However, (33) can be approximated by

$$\lambda^{(2)}_{\text{opt}} = \frac{\sum_{p=0}^{R-1} \Omega_p \left( L - 2B^{(1)} \right)}{\sum_{p \neq r}^{R-1} \Omega_p L + \sum_{p \neq r}^{R-1} \left( \sigma_p^{(1)} \right)^2 (L + g)} = \frac{1 - 2L^{(1)}}{1 + \delta^{(1)}} \approx \frac{1 - 2L^{(1)}}{1 + \delta^{(1)}}.$$  

(34)

where

$$\delta^{(1)} = (1 + g/L) \sum_{p=0}^{R-1} \left( \sigma_p^{(1)} \right)^2 \sqrt{\sum_{p=0}^{R-1} \Omega_p}.$$  

(35)

In the case of perfect channel estimation, i.e., $(\sigma_p^{(1)})^2 = 0$, or if the channel estimation error $(\text{var}^{(1)})^2$, given by (27), is much smaller than $\sum_{p=0}^{\Omega_p} \delta^{(1)}$ is very small, and (34) can be approximated as

$$\lambda^{(2)}_{\text{opt}} \leq 1 - 2L^{(1)}. $$

(36)

D. Decision Statistics in More Stages

The analytical results of the second stage can be extended to more stages without difficulty. The regenerated interference of the $r$th finger in the $k$th stage is given by

$$\hat{\tau}^{(k)}_{r_d} (m) = \lambda^{(k)} \sum_{p=0}^{R-1} \hat{\tau}^{(k-1)}_{p} (m) + \frac{1}{2}\sqrt{\sum_{p=0}^{R-1} \lambda^{(2)}_{\text{opt}}(m)} \hat{C}^{(1)}_r (n - n_p), \quad 0 \leq r \leq R - 1.$$  

(37)

where

$$\hat{C}_r^{(1)} (n - n_p) = \sum_{l=1}^{L} d_l^{(k-1)} (m) C_l (n) + \text{var} \{ \hat{\tau}^{(k)}_{r_d} (m) \}.$$  

The correlator output in the $k$th data channel of the $k$th stage is

$$\hat{\tau}^{(k)}_{r_d} (m) = \left[ \hat{\tau}^{(k)}_{r_d} (m) - \hat{\tau}^{(k)}_{r_d} (m) \right] \cdot \hat{C}_r^{(1)} (n - n_p) \cdot (\text{var})^{(1)} C_l (n - n_p) = \hat{F}^{(1)}_{r_d} (m) + \hat{\tau}^{(k)}_{r_d} (m) + \delta^{(1)}_{r_d} (m).$$  

(38)

The variance of $\hat{\tau}^{(k)}_{r_d} (m)$ of the form

$$\text{var} \{ \hat{\tau}^{(k)}_{r_d} (m) \} = (1 + j)N_1 \lambda^{(k)}$$  

(39)
where \( \Lambda^{(k)} \) is given by

\[
\Lambda^{(k)} = \frac{\Delta E}{2} \left( \sum_{p=L}^{R-1} \Omega_p (L + g) + \sum_{p=0}^{R-1} \sum_{j=0}^{R-1} \left( \lambda^{(k)} \right)^2 \left( \sigma_p^{(k-1)} \right)^2 (L + g) + \eta_0 \right)
\]

and

\[
\left( \sigma_p^{(k-1)} \right)^2 = \frac{2\Lambda^{(k-1)}}{\Delta E g N_p N_0}, \quad k > 2.
\]

The optimal cancellation factor of the \( k \)th stage, \( \lambda^{(k)}_{\text{opt}} \), is of the form

\[
\lambda^{(k)}_{\text{opt}} = \frac{1 - 2P_e^{(k-1)}}{1 + \delta^{(k-1)}} \leq 1 - 2P_e^{(k-1)}
\]

where

\[
\delta^{(k-1)} = (1 + g/L) \sum_{j=0}^{R-1} \left( \sigma_p^{(k-1)} \right)^2 / \sum_{j=0}^{R-1} \Omega_p.
\]

IV. SYSTEM PERFORMANCE BY BER

When hard decision is applied and no channel coding is used, the instantaneous bit error probability of \( l \)th branch data in the \( k \)th stage is in similar form as that of the first stage, with substitution of \( \Lambda^{(1)} \) by \( \Lambda^{(k)} \). That is

\[
P_e^{(k)} = P_e^{(k-1)}(\zeta_R) = Q \left( \frac{E \left\{ z_l^{(k)}(m) \right\}}{\text{var} \left\{ z_l^{(k)}(m) \right\}} \right)^{(k)}
\]

\[
P_e^{(k)} = Q \left( \frac{\zeta_R}{\Delta E g N_p N_0} + \frac{2R_e \left( \Delta E^{(k)} \right)^2}{g N_p} \right)
\]

where \( \Delta^{(k)} \) is given by (40). The error probability is conditioned on instantaneous multipath fading parameter \( \zeta_R \). In order to get an average BER of the final decisions, the conditioned error probability should be averaged over the distributions of \( \zeta_R \). The final average BER of the proposed system is given by

\[
P_e = \int_0^\infty P_e^{(k)}(\zeta_R) \cdot p(\zeta_R) \, d\zeta_R
\]

where \( P_e^{(k)} \) is given by (48), and \( p(\zeta_R) \) is of the form

\[
p(\zeta_R) = \left( \frac{m_R}{\Omega_R} \right)^{m_R} \frac{\zeta_R^{m_R-1}}{\Gamma(m_R)} \exp \left( \frac{-m_R \zeta_R}{\Omega_R} \right)
\]

where

\[
\Omega_R = \sum_{r=0}^{R-1} \Omega_r = \sum_{r=0}^{R-1} E \left\{ e_r^2 \right\} \quad \text{and} \quad m_R = \frac{m_P}{\sum_{r=0}^{R-1} m_r}.
\]

V. NUMERICAL RESULTS

In this section, the effects of different system parameters on the BER performance of the multicode W-CDMA system are investigated by numerical calculations. Unless noted otherwise, the exponential decay rate of the MIP \( \delta = 0.2 \) and the ratio \( m_l / \Omega_l = 4 \) for all paths. The number of multipaths \( P = 8 \), and the number of RAKE fingers \( R = 4 \). The SF for pilot channel \( N_0 = 256 \), and for data channel \( N_1 = 4 \). The number of data channels for the reference user \( L = 6 \). The number of LPF taps \( N_P = 2 \) and the power ratio of pilot channel \( g = 0.3 \). The SNR is defined as \( \text{SNR} = NE / \eta_0 \), which is actually the average received SNR in the first path.

In Fig. 6, the BER performance is plotted versus the received SNR for different number of stages. The first stage (\( k = 1 \)) is the BER without MCI cancellation. It is seen that the MCI cancellation effectively reduces the BER. The improvement is quite significant at stage two and stage three, but little improvement is observed beyond stage four. Therefore, in practical system, a receiver with three or four stages would be sufficient. Also, note that the cancellation factor in each stage is roughly chosen in this plotting according to the error rate. The values are 0, 0.5, 0.7, 0.85, and 0.95 for \( k = 1, 2, 3, 4, \) and 5, respectively. They should be considered as typical values rather than optimal...
values. As it is shown in the following figures, these values are slightly shifted from the optimal ones. The BER is also shown in Fig. 7 as a function of the number of stages. It can be seen that four stages are necessary for IC. This is consistent with that obtained from Fig. 6.

Fig. 8 shows the system BER performance in terms of received SNR with different number of data channels. The system utilizes a four-stage MCI cancellation receiver with cancellation factor set to be 0, 0.5, 0.75, and 0.95, respectively. The performance degradation due to the increasing number of data channels is obvious. However, acceptable performance (BER ≈ 10^{-2}) can be achieved even if total six data channels are in use.

In Fig. 9, the BER is plotted versus SNR with different number of RAKE fingers $R$. The receiver is also of four stages with cancellation factor set as 0, 0.5, 0.75, and 0.95, respectively. It is clearly shown that the more RAKE finger is utilized, the more advantage we can get from MCI cancellation. This is because when more RAKE fingers are used, more multipaths are estimated and the MCI in these multipaths can be cancelled and energy in more paths can be employed for data detection.

In Fig. 10, the BER performance is plotted versus the cancellation factor. The curves are differed from each other in SNR level. In order to obtain simple conclusion, only a two-stage MCI cancellation receiver is used when plotting this figure. There is no cancellation in the first stage as it should be, and the cancellation factor at the second stage is varied from zero to one to show the distinct results. As expected, the increase of cancellation factor gradually decrease the BER until it reaches an optimal value, then the BER increases again. The situations are the same for different SNR level, but the optimal value may slightly shift from each other.

Fig. 11 illustrates the optimal cancellation factor $c_{opt}^{(i)}$ given by (42), as the function of received SNR level for different stages (i.e., $k = 2, 3, 4, \text{ and } 5$). As it is seen from the figure, when the SNR is low, the optimal cancellation factor is small, while a higher SNR requires a higher cancellation factor. It is also
shown that with the increase of number of stages, the optimal cancellation factor goes larger. The reason is that the BER is reduced with the increase of stages. However, same as what we found in Figs. 6 and 7, there is little performance improvement between stages four and five, which result in little changes of the optimal cancellation factor. The optimal value of the cancellation factor should be chosen from 0.5 to 0.85 for a wide range of signal to noise ratios, as observed from the figure.

In Fig. 12, the relationship between BER performance and pilot to data power ratio $g$ is examined. It is seen from the figure that too small or too large values of $g$ lead to worse performance. An optimal value of pilot to data power ratio exists according to different SNR level. This optimal value is found to be near 1.2 under the given parameters. That is, the optimal power ratio of pilot to total data channels is $1.2/6 \approx -7 \text{ dB}$, which is in consistence with that in [12].
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VI. CONCLUSION

This paper presents a multicode RAKE receiver with MCI cancellation for high and flexible rate data transmission over multipath fading channels. The following conclusions are drawn:

1) MCI cancellation can effectively reduce the BER in multipath environment. With a four-stage receiver, the BER can be lowered by approximately an order ($\text{BER} \approx 10^{-1} \rightarrow \text{BER} \approx 10^{-2}$).

2) The optimal cancellation factor of each stage is gradually increased with the decreasing of BER. The optimal cancellation factor in the $k$th stage is approximated by $\chi_{\text{opt}}^{(k)} \leq 1 - 2P_{e}^{(k-1)}$, where $P_{e}^{(k-1)}$ is the error probability of the $(k-1)$th stage. The values of these factors can be roughly chosen from 0.5 to 0.85 for different signal to noise ratios.
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